Executive Summary

This deliverable provides an overview of the state-of-the-art mechanisms for the risk-driven continuous delivery of trustworthy SIS. In addition, this deliverable characterizes the requirement, including trustworthiness requirements, to be considered.
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1 Introduction

1.1 Context and objectives

By 2020, Gartner envisions that 21 billion Internet-of-Things (IoT) endpoints will be in use\(^1\), representing great business opportunities. Despite having enormous potential, the heterogeneous nature of IoT bring up great challenges that must be addressed to realize the full potential of the IoT. In particular, it is important to facilitate the creation and operation of the next generation IoT systems that we denote as Smart IoT Systems (SIS) and which need to perform distributed processing and coordinated behaviour across IoT, edge and cloud infrastructures, manage the closed loop from sensing to actuation, and cope with vast heterogeneity, scalability and dynamicity of IoT systems and their environments.

The trustworthiness of such systems that may, for instance, involve actuators and deal with sensitive data, is critical\(^2\), ranging from business critical to safety critical. In addition, SIS typically operate in a changing and often unpredictable environment that is also challenging their trustworthiness. For example, to ensure that they always work within safe operational boundaries\(^3\) (e.g., controlling the impact that actuators have on the physical world) and to manage conflicting actuation requests. The ability to continuously evolve and adapt these systems is thus decisive to ensure and increase their trustworthiness, quality and user experience.

The DevOps movement advocates a set of software engineering best practices and tools, to ensure Quality of Service whilst continuously evolving complex systems and foster agility, rapid innovation cycles, and ease of use. DevOps ideas promote a tight collaboration between the developers (Dev) and the teams that deploy and operate the software systems (Ops). DevOps seeks to decrease the gap between a product design and its operation by introducing software design and development practices and approaches to the operation domain and vice versa. It aims to ensure a rapid and efficient value delivery to market. Therefore, DevOps has been widely adopted in the software industry.

However, there is no complete DevOps support for SIS today. Current DevOps solutions lack mechanisms for continuous quality assurance\(^1,2\), for example, mechanisms to ensure end-to-end security and privacy and mechanisms able to take into consideration open context and actuation conflicts (e.g., allowing continuous testing of IoT systems within emulated and simulated infrastructures). Challenges also remain to perform continuous deployment and evolution of IoT systems across, IoT, edge, and cloud spaces\(^4\). These are all key features that are necessary to provide DevOps for trustworthy SIS.

The objective of ENACT is to address this issue and to enable DevOps in the realm of trustworthy SIS. More specifically, WP2 will deliver a set of tools that aim at improving the management and continuous delivery of trustworthy SIS (see blue part of Figure 1) agile and continuous evolution and (ii) ensuring the proper design of the system before delivery. This includes the following tools: (i) agile and continuous evolution and (ii) ensuring the proper design of the system before delivery. This includes the following tools:

- Risk Management: risk management handled in an agile and continuous and supporting trustworthiness for SIS.
- GeneSIS: a framework to support the continuous orchestration and deployment of IoT systems over IoT, edge and cloud infrastructures, which assimilate ENACT trustworthiness mechanisms.
- Actuation conflict management: sharing resources (devices and physical environment) may create conflicts one needs to identify, analyse and resolve so as to ensure SIS trustworthiness,

\(^1\) http://www.gartner.com/newsroom/id/3598917
\(^2\) https://www.enisa.europa.eu/publications/baseline-security-recommendations-for-iot
\(^3\) “Software Continuum: NESSI Recommendations for ICT WP18-19”, May 2016. http://www.nessi-europe.eu/publications/baseline-security-recommendations-for-iot: “Techniques that ensure that such software will always work within safe operational boundaries (e.g., in safety critical situations, involving the IoT/CPS) are required.”
\(^4\) “Software Continuum: NESSI Recommendations for ICT WP18-19”, May 2016. http://www.nessi-europe.eu/publications/baseline-security-recommendations-for-iot: “In addition, new services for dynamic deployment and provisioning in the fog and edge networks (e.g., trusted support of cloud bursting) are required, as are new development paradigms and tools (e.g., DevOps enablement down to the remote devices).”
− Test, Simulation and Emulation service: two modules to simulate and generate events in order to test SIS in replicable environments.

Figure 1: Focus on Dev part of the DevOps cycle

All these tools will not only facilitate the agile creation and management of SIS but will also help enforcing their trustworthiness. Based on the NIST’s definition of trustworthiness for Cyber Physical Systems [1], within ENACT, we adopt the following definition of trustworthiness:

“Trustworthiness refers to the preservation of security, privacy, safety, reliability, and resilience of SIS”.

We adopt the following definitions of the different properties that make a SIS trustworthy:

− **Security** refers to the preservation of confidentiality, integrity and availability of information [2].
  − **Integrity** is the property of protecting the accuracy and completeness of information [3].
  − **Confidentiality** is the property that information is not made available or disclosed to unauthorized individuals, entities, or processes [3].
  − **Availability** is the property of information being accessible and usable upon demand by an authorized entity [3].

− **Privacy** refers to the protection of personally identifiable information (PII) [4]. PII refers to any information that (a) can be used to identify the PII principal to whom such information relates, or (b) is or might be directly or indirectly linked to a PII principal.

− **Safety** refers to the ability of the cyber-physical system (CPS) to ensure the absence of catastrophic consequences on the life, health, property, or data of CPS stakeholders and the physical environment [1].

− **Reliability** refers to the ability of the CPS to deliver stable and predictable performance in expected conditions [1].

− **Resilience** refers to the ability of the CPS to withstand instability, unexpected conditions, and gracefully return to predictable, but possibly degraded, performance [1].

Deliverable D2.1 focuses on the state-of-the-art analysis for each of the enablers (risk management, orchestration and deployment, actuation conflict management, test and simulation) and derive tools requirements.
Finally, it is worth noting that (i) D2.1 complement Deliverable D3.1, which focuses on tools and mechanisms for operational part of the DevOps process and (ii) the relationship between the different enablers will be further described in deliverables D5.1 and D5.2 on the ENACT architecture.

### 1.2 Achievements

<table>
<thead>
<tr>
<th>Objectives</th>
<th>Achievements</th>
</tr>
</thead>
</table>
| State-of-the-art on risk-driven continuous delivery of SIS | We conducted an extensive analysis of the state-of-the-art on approaches for the continuous delivery of SIS. Both industrial and academic approaches were considered. We specifically focused on four topics:  
1. Agile continuous risk management  
2. Continuous orchestration and deployment of SIS  
3. Management of actuation conflicts during development  
4. Test and simulation of SIS  
In particular, two systematic mapping studies were conducted for topics 2 and 3, and a systematic literature review has been done for topic 3. |
| Requirement elicitation | From the analysis of the state-of-the-art, we derived a set of technical requirements for each enabler. These requirements complement the requirements defined in D1.1 by the use case providers. These requirements will drive the design of the enablers. |
| Conceptual design | We provided an initial and conceptual design of each of the enablers that will serve as baseline and plan for the first version of the enablers. It is also made clear (i) how each enabler contributes at addressing the challenges identified in the state of the art, (ii) what will serve as baseline technology, and (iii) how each enabler contributes at improving the trustworthiness of SIS. |

### 1.3 Structure of the document

The remainder of the document is structured as follows. We decided to follow the development cycle of the DevOps approach as a thread for this document: plan, code, build and test. Each section details the addressed problematics at each stage.

In Section 2, the agile continuous risk management of SIS is presented. The state-of-the-art (Subsection 2.1) emphasises the risk management in the software development cycle (2.1.1) and the agile continuous risk management (2.1.2). As a result, the challenges (Subsection 2.2) and the requirements (Subsection 2.3.1) are addressed through use cases.

In section 3, the state-of-the-art of continuous orchestration and deployment of SIS is provided through a systematic mapping study (Subsection 3.1) and a systematic literature review (Subsection 3.2) of the current approaches. Subsection 3.4 analysis and discusses the state-of-the-art before describing the proposed framework for the deployment and orchestration (Subsection 3.5).

Section 4 covers the identification, analysis and management of actuation conflicts. A state-of-the-art is provided through a systematic mapping study (Subsection 4.1) which is discussed (Subsection 4.2) to define the requirements (Subsection 4.3) and the conceptual design of a framework for actuation conflict management (Subsection 4.4).

The section 5 presents the test, simulation and emulation services for SIS. Subsection 5.1 presents the state-of-the-art and challenges in IoT simulation and testing. As a result, the addressed use cases are presented in Subsection 5.2 and the requirements in Subsection 5.2.1, before describing the proposed conceptual design for testing and simulation (Subsection 5.3).

All the sections described above include a Subsection addressing the contribution to trustworthiness for each proposed enabler.

The conclusion of this deliverable and the next steps are presented in Section 6.
2 Agile and Continuous Risk Management

The first stage of the development cycle of the DevOps approach is about planification. As part of the planification, risk management must be handled in an agile and continuous way.

Selection of correct services is seen as one of the cornerstones of a service-oriented market for technology. In its earliest days this was based on Service Oriented Application, later as Cloud Service selection. Cloud services and services provided by devices connecting to the Internet through Internet of Things are not completely transparent and therefore there is a greater risk to employing cloud services and IoT services in an application. There is a growing body of work investigating and developing solutions and mitigations for the risks in using these services. This section examines the current state of the art of an agile development supporting continuous risk management. It also examines the relevant IoT specific risk and vulnerability management.

2.1 State of the art of the Agile Continuous Risk Management

In this section we explore what it means to analyse the risks in a continues fashion. Section 2.1.1. talks about the history of risk management in a software development world. Section 2.1.2 tries to explore the progression of the software development world to agile and what it means to the risk management world. How the concept of Agile Continuous Risk Management is not a choice but a necessity in this context. Section 2.1.3 explores CA previous research of the topic, from the flat but business-oriented risk management, though security-oriented risk management focused on the cloud environments into the agile, adaptive continues risk management for the IoT we are trying to explore in ENACT. Section 2.1.4 showcases how the trust and its building factors can be influenced by the risk management approach we are proposing.

2.1.1 Risk Management in the Software Development Cycle

Implementing risk management processes for complex, high-risk projects is essential [5]. A well-known drawback in the application of risk management techniques for software projects managed through waterfall approaches is that requirements tend to change during the project life-time and risk analysis may become obsolete [6]. Waterfall models assume requirements to be clearly defined in advance in the design stage and, in general, to remain fairly immutable, which tends to be unrealistic for industry projects.

Metrics to monitor the level of risks can be quantitative, such as the probability of occurrence or the effort to implement control measures, or even its cost. But they can also be qualitative, e.g., an appraisal of project staff's motivation. There are many quantitative risk methodologies and tools, like RiskWatch⁴ or ISRAM [7] and there are many qualitative risk methodologies such as OCTAVE [8], Coras [9] or one of the most commonly known in hosted software arena, STRIDE⁵. A prime example of an open standard trying to define the risk aware software development is OWASP⁷ that aims at making software security visible, so that individuals and organizations are able to make informed decisions. DREAD [10] is a successor of STRIDE and provides another approach specialized in multi-stack type of applications. Most risk management tools and methodologies focus on the assessment of risks at a fixed stage in time. However, current risk management tools and methodologies do not address one of the most prominent challenges in today's adaptive, pivot-oriented world: continuous software evolution and, as a consequence, risk evolution.

2.1.2 Agile Continuous Risk Management

The first wave of agile adoption in many companies involves structuring software development through a large number of Scrum teams. In general, companies find that aligning these teams against larger

---

⁴ https://www.riskwatch.com
⁶ https://www.owasp.org/index.php/Main_Page
programs is difficult. Specifically, when it comes to application risk control, most companies do not have enough people with sufficient risk management expertise to appoint somebody in each team. In order to partially mitigate this issue, they instead choose to have staff responsible for detecting the most important risks in a centralized way.

The use of framework methodologies to scale agile, such as SAFe, improves this situation only marginally. In this case, organizations structure software development creating teams of teams. As an example, SAFe delivers solutions through so-called Agile Release Trains\(^8\), which is a self-organizing team of agile teams (typically from 5 to 12 teams including from 50 to 125 individuals in total) that plan, commit and execute together. ART teams plan and synchronize their work through Program Increments (here therefore referred to as PI)\(^9\) and organize the work using a Program Backlog\(^10\).

When planning a new PI (typically every 10 weeks), all the actors participating in the software development process attend the meeting, usually in person. PI planning usually starts with a vision and a prioritized list of features of the product and the group comes up with the team and program PI objectives and the program board (description of feature deliveries, dependencies and milestones). During PI planning, features are decomposed into user stories. This is defined by product owners and created by the different agile teams, which are in charge of drafting plans but also of analysing risks and impediments. In fact, user stories replace traditional functional requirements, and describe intended system behaviour, and risk analysis is done related to expected features and to these user stories. Because of this, non-functional requirements which are usually not represented through these user stories, tend to be unintentionally diminished in terms of importance \(^11\) and commonly ignored during the risk analysis. Based on challenges, risks and impediments, adjustments are made to the plan.

Distributed agile development (DAD) approach is increasingly adopted by more and more software companies. The idea of DAD is to combine the quality and speed benefits of agile with the cost benefits of distributed software development (DSD). However, this combination generates significant risks, considering the contradicting nature of agile and DSD. Work in this area studies risks related to software development life cycle, project management, group awareness, etc. However, this work is focused on analysing risk factors that might represent a threat to the successful completion of a software development project, rather than risk threatening the fulfilment of non-functional requirements.

### 2.1.3 Previous work

Although the topic of effective Risk Management has been worked on during the last decade, the ever-changing landscape of IT means that we still lack a final solution. The absence of standards and interoperability between solutions providers often makes a selection binding, which imposes new set of risks. Several methods for cloud service comparison are developed. \(E.g.,\) the Service Measurement Index (SMI)\(^11\). These approaches only consider multi-cloud environments where a single application may use cloud services from multiple cloud service providers at the same time. MODAClouds FP7 project is one of the first attempts to include new metrics for cloud service evaluation and selection in multi-cloud environments and it provides the mechanisms for risk driven decision support. MUSA H2020 project extends the results of MODAClouds focusing in particular on evolving metrics related to security aspects and addressing the agile risk assessment. However, there is a considerable gap adopting these techniques and/or devising new ones to address the challenges of risk management in the IoT and edge space.

### 2.1.4 IoT Risk Management and Trust

There have been several IoT specific investigations into Risk analysis that discuss vulnerabilities in this domain. Although it is an enabler for IoT, RFID demonstrates some specific vulnerabilities that potentially impact IoT implementations. Most of the privacy and security issues come from the air

\(8\) [http://www.scaledagileframework.com/agile-release-train](http://www.scaledagileframework.com/agile-release-train)  
\(9\) [http://www.scaledagileframework.com/program-increment](http://www.scaledagileframework.com/program-increment)  
interface between a tag and its reader [12]. This becomes an issue when RFID identification is blocked or intercepted at that interface, although this paper mentions the risk of vulnerabilities without offering any mitigation strategies. In contrast to this there are some investigations that provide tools and methodologies that can detect and analyse risks in terms of IoT specific vulnerabilities. If we look specifically at the consumer internet [13], there are some tools, for example Sohdan, to discover IoT devices and Nessus to evaluate vulnerabilities, that are examined and may influence risk management in the wider IoT environment. A number of papers recognise the lack of a framework for risk management in IoT. By creating vulnerability scores and evaluating IoT configurations and attacker capability [14] it may be possible to compute attack likelihood and cost.

Estimating risk is at the heart of some access control methods of securing IoT. In a review of different techniques for estimating risks [15] each potential technique is analysed, but there seems to be little attempt at a comparison of effectiveness. Likewise, dynamic security risk assessment looks at the sense and application layers of an IoT implementation but seems to neglect the networking layer [16]. There is however an interesting proposal that immunology set theory could produce an accurate risk assessment. Security risk assessment and access control is also discussed [17] with a view to protecting IoT installations by creating a policy language that restricts access to only services that are needed and uses a “default-off” approach for protection of the wider network. A wider report [18] on IoT risk analysis took the approach that an analysis of different domains and their issues can give a number of common IoT related risks that introduces UAV/Drones as a category of device. This report also reviews OWASP and the European Research Cluster on the internet of things. It also widens the risk profile to critical national infrastructure in delivering a comprehensive view of common risks. This report and the previous paper have the advantage that they were produced in September 2018 and as such are current with this document.

Looking at the practical implications of risks, as mentioned in the previous report, ENISA has produced a report on the IoT/RFID scenario risk assessment12. This is based on the Air travel industry but nonetheless indicates that many risks can be mitigated or even avoided if the way in which the technology is being used is carefully managed. In particular, new business structures and models are considered worthy of consideration. Trust and Risk are often inter-related in discussions, however a literature review on trust management [19] places trust and trustworthiness at a higher premium than risk management because it has a perceptual impact on human reactions. Although trustworthiness is at the centre of ENACT this paper is more a list than a critical review.

In conclusion the combination of risk evaluation techniques and tools allied with a trust-based approach to managing the perception of risk should enable ENACT users to develop trustworthy IoT applications.

### 2.2 Challenges related to Agile Continuous Risk Management

*Devising intelligent recommendation systems to mitigate the lack of expertise of different stakeholders:* lack of expertise is an important issue for agile self-managed teams, but also for small or medium enterprises that cannot afford risk experts in smaller development teams. Detecting the most prominent risks and deciding for the best mitigation actions may be a difficult task. Deciding the level of likelihood and impact of a particular risk may also be very subjective and, therefore, difficult to assess and measure. While training is an essential aspect [11], lack of expertise may always be present in large and distributed teams and needs to be mitigated. As the use of artificial intelligence techniques becomes commonplace, an interesting research area emerges to create recommendation systems to help expert and unexperienced employees to define risks and the necessary mitigation actions. Besides, the fact that many tools to control software development are made available to customers through SaaS offerings enables the use of novel crowdsourcing techniques to use the learnings extracted from the activity of past users in the platform.

*Enabling continuous risk management for highly dynamic systems that need to be continuously refactored:* There is a need for risk analysis methodologies that are adapted to agile contexts but still achieve the level of analysis and detail provided by traditional risk assessment and mitigation.

---

techniques, in particular related to NFRs. Fitzgerald et al [20] illustrate how Lean Thinking [21] can be applied to continuous software engineering. Authors even go beyond software development and consider issues such as continuous use, continuous trust, etc., coining the term “Continuous” (Continuous Star). However, they do not explicitly tackle challenges related to continuous risk management.

Devising collaboration mechanisms and tools to enable collaborative risk management: One of the five principles for Lean Startups as defined by Ries [22] states that entrepreneurs are everywhere. Ries recognizes that not only startups but also large enterprises work under conditions of extreme uncertainty. New ideas and experience may emerge from anyone in a large organization. Therefore, facilitating participation and collaboration becomes essential. In order to improve the control of risk in dynamic agile software development processes, tools that allow better transparency and enable collaboration of all stakeholders involved in the process are crucial. In this sense, creating new tools that can be easily embedded with other common agile tools to manage software development is very important. Common generic tools such as Kanban are increasingly used by software industry for scheduling work, representing user stories, features, etc., or to extend well-established Scrum methods. These tools need to be extended to integrate agile risk control methodologies. The detection of new risks or planning mitigation actions should immediately propagate information and even trigger warning or actions through these software development management tools. In this sense, research on multi-Kanban systems for agile risk management integration is crucial. Besides, the DevOps concept emerged as an attempt to express the need for collaboration between development and operations that arise within software companies. Collaborative risk management should also involve main actors in operations.

Embracing cultural change: Cultural change of any type is difficult and time consuming to achieve. The research challenge here is to develop a cultural change methodology that will place risk management as a central and critical part of an agile methodology. Risk Management is often neglected as part of a backlog or sprint plan which leads to a view that it is not important until the later stages of a development project. Cultural change of this type is often implemented by management mandating making risk part of every sprint. This has the potential to lead to various levels of adoption by the development staff. CA has found in the past that significant changes to development methodologies such as a common development environment are adopted by three distinct groups of people, the innovators, the majority and the laggards. These groups are based on the groups defined as part of the diffusion of innovation theory [23] and adapted for use by CA internally by merging the early/late majority groups into one. The goal of a cultural change strategy is to increase the numbers of members of the early adopters and majority to enable a focus on managing adoption by the laggard groups. More research is needed to develop a more general methodology for adoption of risk management at the early stages of a development life cycle.

2.3 Addressing use cases

Within this section, we will explore the use requirements expressed by the ENACT use cases in respect to the Risk Management Enabler. Although all use cases agree that handing risks throughout the software development process in a necessary step to consider, not all use cases expressed the need to handle it by the means ENACT proposes.

Another part of the chapter addresses the trustworthiness factors which we will be addressed though ENACT Risk Management.

2.3.1 Requirements

The requirements in this chapter are based on the use cases expression of needs described in D1.1 as well as collected though set of interviews with use cases providers. These interviews were set in order to perform in depth analysis of the requirements taking into consideration CA’s previous experiences with Risk Management.

There are three main actors identified as a recipient of Risks Management Enabler, these are:

- IoT Application Developer.
− Risk Manager – this can be a person which oversees the application development process, manages the risks directly or indirectly. In the context of Agile and especially SAFe technology this role would involve Release Train Engineer and/or Product Owner.

− Solution Architect.

Requirements which are foreseen to be fulfilled by this tool are listed in Table 1 where the abbreviations of the use cases are defined as: Intelligent Transport System (UC1), Digital Health (UC2), and Smart Building (UC3). Risk Mitigation Enabler will be primarily exploited by UC2 and UC3, however UC1 agreed to evaluate the tool with the risk managers within their company.

<table>
<thead>
<tr>
<th>ReqID</th>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC2 R1</td>
<td>Risks Overview</td>
<td>The tool is ought to provide means to express and analyse all types of risks. This means functional as well as non-functional types of risks.</td>
</tr>
<tr>
<td>UC2 R2</td>
<td>Risks Status</td>
<td>The tool is ought to provide means to check the status of the risks and their mitigation at any given time, that being development or operation time. Within the DevOps cycle, risks analysis is believed to be continued so the importance of understanding the status of risks becomes critical.</td>
</tr>
<tr>
<td>UC3 R3</td>
<td>Active cross actor collaboration</td>
<td>The tool is ought to enable communication and collaboration between the actors of risk management process in order to foster better understanding of risks and the steps required in order to fulfil the mitigation strategy.</td>
</tr>
<tr>
<td>UC2 R4</td>
<td>Risks prioritization</td>
<td>The tool is ought to provide evaluation means which would enable the actors to understand the impact of mitigation actions on the current development plan and accommodate it within the software development process</td>
</tr>
<tr>
<td>UC2 R5</td>
<td>Mitigation impact on operations</td>
<td>The tool is ought to provide the set of technically oriented mitigation actions in order to assess if a change of the architecture might be necessary in order to mitigate the risks. This is especially true in IoT, hybrid highly dynamic environments where Enact is planning to make the most impact.</td>
</tr>
<tr>
<td>UC3 R6</td>
<td>Personalized, architecture crafted mitigation actions</td>
<td>The tool is ought to provide suggestions on the mitigation actions which take into consideration the type of the architecture against the risks analysed as well as types of risks which might occur within whole or subset of the IoT architecture.</td>
</tr>
<tr>
<td>UC3 R7</td>
<td>“Just enough” level of risks setting</td>
<td>Due to the cost of actions which are necessary in order to mitigate the risks, the tool is ought to provide the necessary means to evaluate what is the “just enough” level of mitigation where the balance of likelihood vs impact is met at any given scenario.</td>
</tr>
<tr>
<td>UC2 R8</td>
<td>Risks reintroduction</td>
<td>The tool is ought to provide means for the detecting if previously analysed risk has been reintroduced during the evolution of the IoT orient software.</td>
</tr>
<tr>
<td>UC2 R9</td>
<td>Release schedule impact</td>
<td>The tool is ought to provide means to evaluate the impact of the mitigation actions against the current release planning to that actors can detect potential clashes of mitigation actions vs planning.</td>
</tr>
<tr>
<td>UC3 R10</td>
<td>Architecture weak points detection</td>
<td>The tool is ought to provide means to evaluate the architectural robustness of the IoT application by automatically matching risks to the architecture described. This would enable the possibility of enhancing the architecture during the design time without exposing the application to potential risks which can be addressed otherwise and become cured.</td>
</tr>
</tbody>
</table>

### 2.3.2 Towards ENACT Risk Management

Risk Management enabler in ENACT will build on top of the Risk Management tool developed during the project MUSA. The baseline of MUSA Risk Assessment tool is a Kanban-styled board for multi-disciplinary and continuous risk management. The tool eases up the tedious tasks of identifying and evaluating the threats over your cloud-based application.

In order to address the IoT specific risks, it is planned to enhance the tool with the capability to express the risks not only against the application modules, which in the software development paradigm are the
typical building blocks of the application, but also with possibility to express the risks against the physical components of the application. In the IoT space, applications are often highly distributed and carry logic throughout the variety of communication protocols. These types of configurations require extensive risk analysis due to the fact that the software and physical risks might collide and influence each other. Another IoT specific paradigm that requires to go through the risk analysis process is the imposed risk of the device's configuration or even devices vendors.

Taking all of that into consideration Risk Management of ENACT will extend the definition of what an application component is and will allow to express the risks against not only software-based application building blocks but also the hardware ones. This in effect might have a direct impact on the choices which the application developers will make in order to make the application more trustworthiness overall.

Another extension on top of the previously developed Risk Management solution is the fact that the tool will have the capability of discovering the application architecture based on the common model carried out throughout the ENACT framework. This in effect will allow the tool to propose set of risks based on the application overall architecture or its parts prior to the user starting the risk analysis. It is even planned, that with enough learning data the tool should be capable of proposing the likelihood, impact and even the mitigation actions for each of the application components within the architecture without any user actions. This would then serve as a basis to evaluate and adapt for the actors involved in the process rather than building the risks analysis from scratch.

Risk Management in ENACT should be a self-contained application for a complete risk management cycle which can collect and evaluate the business and non-functional risks, functional risks and complete the process of mitigation of identified risks by setting the actionable tasks which would ensure that the risk is at the "acceptable" level.

### 2.3.3 Addressing trustworthiness though Risk Management

Risk Management Enabler in ENACT will build on top of the Risk Assessment tool introduced in MUSA project where the tool was oriented purely in the cloud security risks. Building on top of existing work, we are planning to address multiple factors which build the trustworthiness. These are:

- **Security** – by matching the risks to the existing architectural scenarios we are enabling the users to detect, recognize and action upon the security risks which they might not be aware of. Security in terms of the tool is ought to be based on the OWASP IoT project with its current state of the art analysis from 2018 which are soon to be released.

- **Privacy** – by trying to match the risks to the GDPR clauses automatically in order to ensure that the design of the system is meeting current legally imposed requirements.

- **Reliability & Resiliency** – by mapping the characteristics of the nodes of the application to the risks learned from the past analysis the system will be able to detect risks and potentially match less risky application components alternatives with similar parameters.

All above trustworthiness factors take into consideration the application description at design time, with consideration that the same application might be reanalysed in the future as the application evolution progresses.

### 3 Continuous orchestration and deployment of SIS

After the planification considering the risk management and the development, the implementation of the software components of the whole system must be carried out. A framework shall help developers to deploy and orchestrate the involved software components by addressing the specificities of SIS.
Software deployment typically refers to a post-production activity performed once a piece of software has been developed. This activity consists in making a software available for use [24]. In this study, approaches are considered as supporting deployment when they explicitly offer mechanisms enabling the software deployment process, which typically consists of the following stages: (i) release, (ii) installation, (iii) activation, (iv) update, (v) adaptation, and (vi) un-deployment [25].

Deployment approaches typically rely on the concept of software artefacts or components as a modular part of a system that encapsulates its contents [25]. A deployment configuration is thus a connected graph that describes deployment artefacts along with targets and relationships between them from a structural perspective. In the cloud context, the term “topology” is often used as well. A deployment configuration or topology typically includes the description of how its software components are integrated and communicate with each other. This is often referred to as software composition or orchestration.

“Continuous deployment is the practice of continuously deploying good software builds automatically to some environment, but not necessarily to actual users” [26].

Because (i) tools supporting the continuous deployment of software systems are typically at the border between development and operation activities (and thus a core element of typically DevOps tooling support) and (ii) there are many industrial and research activities focusing on the development of such tools, we decided to conduct an extensive and systematic literature review of orchestration and deployment approaches for IoT.

The remainder of this section is as follows. First, we present the research landscape of the existing approaches for supporting the orchestration and deployment of IoT systems in Subsection 3.1. Then, we dive into analysing the most complete and significant deployment and orchestration approaches for IoT in Subsection 3.2. We also discuss in Subsection 3.3 the other related approaches for deployment and orchestration of IoT. Based on our extensive literature review presented in Subsections 3.1, 3.2, and 3.3, we analyse the gaps in the current state of the art in Subsection 3.4. Then, Subsection 3.5 presents the specification of our approach and toolchain for supporting continuous orchestration and deployment of trustworthy SIS that can advance the current state of the art. Finally, Subsection 3.5.2 provides the baseline technologies and plan for developing our approaches and tools.

3.1 A systematic mapping study of orchestration and deployment approaches for IoT

Research community and industry have been proposing different approaches for supporting the deployment and orchestration of IoT systems focus on different cloud and edge infrastructures. However, it is not clear what are the existing primary approaches and tools for supporting the deployment AND/OR orchestration of IoT systems (Depo4IoT for short), and how advanced they are.

To provide a clear picture of the research landscape of the existing Depo4IoT approaches and tools for supporting the orchestration AND/OR deployment of IoT systems, we have conducted a systematic mapping study (SMS). Section 3.1.1 gives an overview of our SMS such as our research questions and review method. We provide some highlights of the results of our study in Section 3.1.2. All the details of our SMS are in the Appendix A.

3.1.1 The protocol of our SMS

We conducted our SMS by following the latest guidelines for conducting SMS in [27] and other relevant guidelines in [28, 29]. Based on the research questions in Subsection 3.1.1.1, we conducted a rigorous search and selection process presented in Subsection 3.1.1.2. that give us a set of primary studies for data analysis. Subsection 3.1.1.3 presents the taxonomy that we used to extract data and analyse the primary studies.
3.1.1.1 The research questions of the SMS

RQ1: What are the publication statistics of the primary Depo4IoT studies? RQ1 has three sub-questions. RQ1.1 - In which years were the primary studies published and how many publications per year? RQ1.2 - In which targeted venues (Software Engineering-SE, IoT, Cloud/SoA, and Network) and venue types (conference, journal, workshop) were the primary studies published? RQ1.3 – What is the distribution of publications in terms of academic and industrial affiliation?

RQ2: What are the primary Depo4IoT approaches and how advanced are they? RQ2 is broken down into the following sub-questions. RQ2.1: How do the primary Depo4IoT approaches support IoT orchestration? RQ2.2: How do the primary Depo4IoT approaches support IoT deployment? RQ2.3: Are there any primary approaches explicitly addressing trustworthiness aspects? RQ2.4: Are there (run-time) adaptation mechanisms supported in the primary Depo4IoT approaches? RQ2.5: Are there industrial case studies or empirical studies used to evaluate the primary Depo4IoT approaches?

RQ3: What are the open issues to be further investigated in this field? Based on the characteristics of the primary Depo4IoT studies, we want to find out the open issues that would deserve more investigation in the future and some potential directions to tackle these issues. RQ3.1 - What are the open issues of Depo4IoT research? RQ3.2 - What research directions could be recommended for tackling the open issues?

3.1.1.2 Search and selection process of primary studies

From the research questions, we have derived a set of keywords and a search string for searching primary studies in four main publications repositories: IEEE Xplore\(^\text{13}\), ACM DL\(^\text{14}\), Scopus\(^\text{15}\), and Science Direct\(^\text{16}\). Search string: ("Internet of Things" OR IoT OR "Web of things" OR WoT) AND ("Orchestration" OR “Deployment” OR “Choreography” OR “Topology” OR “Composition” OR “Dataflow”) AND ("Tool" OR "Middleware" OR "Service" OR "Framework"). To complement for the automatic search process on repositories, we have also conducted manual searches on the known studies and checked the latest related work of those studies.

To reduce the bias in the selection process, we clearly predefined the inclusion and exclusion criteria for selecting primary studies based on our research questions. The primary studies must meet ALL the following inclusion criteria (IC):

- (IC1) The studies must propose a deployment OR orchestration approach.

- (IC2) The studies must be explicitly for IoT area, either in general or in a specific application domain of IoT.

- (IC3) The studies must have software engineering approaches as software is the main drive of deployment and orchestration for IoT.

We also excluded non-peer-reviewed or unpublished paper, white paper, technical report, thesis, patent, general web page, presentation, book chapter, paper not in English.

From thousands of candidate papers in both automatic and manual search processes, we have systematically reviewed and selected 69 primary studies for answering our research questions. Figure 2 give an overview of our search and selection process of the SMS.

\(^{13}\) http://ieeexplore.ieee.org  
\(^{14}\) https://dl.acm.org  
\(^{15}\) https://www.scopus.com  
\(^{16}\) https://www.sciencedirect.com
3.1.1.3 Taxonomy for data extraction and analysis

To analyse the primary studies for answering our research questions, we have defined a taxonomy as a classification and comparison framework for the primary studies. Some of the concepts in the taxonomy are extracted from former work on cloud deployment modelling languages [30]. Figure 3 shows our taxonomy that consists of the key aspects of deployment and orchestration for IoT. We group these key aspects into the following main categories: deployment and orchestration support, design support, and advanced support. We extracted and synthesised data from the primary studies to answer our research questions based on this taxonomy. Basically, the taxonomy provides the key aspects of orchestration and deployment approaches for IoT such as orchestration support (CommunicationType), deployment support (CloudProvisioning, DeploymentEngineType), adaptation (Runtime, Type), monitoring (RuntimeInfoToDesign), design support (Language, SpecificationCapabilities), tool scope (Pragmatic, TargetInfrastructure), evaluation type of approach (academic or industry case study, empirical study), and application domain where the approaches address. We also included in the taxonomy some ENACT project-specific aspects to compare and analyse the orchestration and deployment approaches for IoT such as trustworthiness (Safety, Security, Resilience, Reliability, Privacy). Finally, we included some aspects about the meta-info of the primary studies such as publication year, publication venue to be able to reason about the trends and landscape of research in this domain.

Figure 2: Overview of the search and selection process of the SMS
3.1.2 Some highlights of our SMS' results

The attached report is in the Appendix A. In the following subsection, we present the main results of our SMS extracted from this list to answer the RQs.

3.1.2.1 Overview

Answering RQ1.1: as we can see in Figure 4 (left), the earliest primary study was published in 2008, when IoT research was starting to emerge. There is a sharp rise in the number of publications in the last two years (2016, 2017), especially regarding the numbers of journal and conference papers (2016: 3J, 6C and 2017: 7J, 18C). This rise shows the crucial need of IoT research and more attention to this research area has gained from the research community. We conducted our search process early in March 2018 and already found five primary studies published (3J, 2C). We would expect that the total number of primary studies published in the whole year 2018 continues the trend of more and more research being done in this area.
IoT is a heterogeneous research area that spans in multiple relevant research domains such as Software Engineering (SE), Cloud or Service-Oriented Architecture (SOA), Network, and recently specialized IoT research domain. Answering RQ1.2: Figure 4 (right) shows the times that each research domain appears in the calls for papers in the publication venues where the primary studies published are quite close (SE: 22, IoT: 32, Cloud/SOA: 26, Network: 18). These numbers do reflect the heterogeneous nature of IoT research. Due to the increasing popularity of the IoT research domain, and because the tools for the deployment and orchestration of application and services in the cloud have lately reached a high level of maturity, the focus for the research on deployment and orchestration tools has moved toward the IoT and Edge spaces.

Answering RQ1.3: By checking the affiliations of the authors, we can see in Figure 5 (left) that most of the authors of the primary studies are researchers (86%). The involvement of industry in this research is still very limited, which is understandable for a relatively new area like IoT. Answering RQ2.5: Regarding the types of case studies used for evaluating the primary approaches, Figure 5 (right) also shows the similar dominance of academic approaches. But, the number of industrial case studies or empirical studies account for 13%, which is still encouraging. We would call for more collaboration between academia and industry in this practical research area.

### 3.1.2.2 Deployment and Orchestration support

This section gives our answers to the RQ2.1 and RQ2.2. Figure 6 (left) shows the distribution of primary studies based on the focus: orchestration, or deployment, or both orchestration and deployment. We can see that the orchestration-focused studies are nearly double the deployment-focused studies. The main reason could be that the orchestration-focused studies are around IoT data mash-up at cloud or edge level, which we show later in Figure 6 (right). These studies do not technically contribute to the low-level orchestration of IoT at IoT devices or gateways but rather make assumptions on low-level IoT
infrastructure. About one-third (37%) of the approaches support both deployment and orchestration. But we would like to note that the degrees of support for deployment and orchestration are not at the same level. In other words, approaches that support deployment somehow also support orchestration (as part of the deployment specifications overlap with orchestration specifications). However, the orchestration support in these cases is often at a higher level of abstraction than the orchestration-focused approaches that offer specific support for orchestration (i.e., Logical Port vs. method level).

Figure 6 (right) shows how the Depo4IoT studies support for different layers of IoT infrastructure: cloud, edge, or IoT devices. Most studies (71%) discuss about mashing up data streaming from IoT devices at cloud (7%) or edge/fog (32%) or both (32%). But, few studies (29%) really support orchestrating and deploying software on IoT devices. We would argue that deployment and orchestration at IoT devices are the most challenging research problems because of the diversity of IoT devices, their networking protocols, and their different computing resource constraints. To really support for modern real IoT systems in which trustworthy aspects are crucial, research must advance to the technical details of edges and IoT devices. Even among the 29% mentioned above, we find very limited support for modern IoT systems as we discuss in the following paragraphs.

Looking closer into the studies that support deployment (59%, Figure 6, left), we find that nearly two-third (64%, Figure 7, left) of them have declarative deployment type vs. one-third have imperative type. We would argue this is because imperative approaches are typically more complicated to specify and reuse (as they require the specification of a deployment plan). On the other hand, they give full control over the deployment process, thus allowing its optimization. Also, among 59% of the studies that support deployment, less than half (46%) have cloud provisioning before deployment (Figure 7, right). This means only one-third (59% times 46%) of the total primary studies have cloud provisioning, which is an important feature in any advanced approach.

Looking closer into the studies that support orchestration (78%, Figure 6, left), we find that the communication types in orchestrating IoT components are diverse (Figure 8, left). However, we observe that approaches offering the best decoupling in time and space [31] (between subscribers and publisher),
i.e., message passing, message queues and publish/subscribe, are largely adopted (73% in total). The integration level at methods (66%, Figure 8, right) for orchestration is more common than at logical port (34%). Only 11% support both levels, which often needed for orchestrating more complex IoT systems.

3.1.2.3 Design support

This section gives more answers to the RQ2.1 and RQ2.2. We discuss the design support aspects, which are applicable for both orchestration and deployment. Figure 9 (left) shows that the most common term to depict deployment and orchestration entities is service, which is significantly more often than component and node. We find that most orchestration approaches have used services for data mash-up. Node term seems getting more common in supporting both deployment and orchestration (e.g., in Node-RED-based approaches). The total number of primary studies that provide technical information about connectors is 43, which is two-third of the primary approaches. High-level operators (like BPMN operators) for supporting deployment and orchestration are not common because very few have been mentioned in the approaches.

Any thorough approaches, especially for deployment and/or orchestration at IoT devices level, should have provided technical information about bootstrap and network specification. But, Figure 9 (right) shows that only less than one-third (32%) of the deployment approaches have provided any such information. This could be interpreted that most current approaches do not address the technical details of deployment and make assumptions on the support of underlying operating systems or execution engines. We also find in Figure 9 (right) only about half having either bootstrap (52%) or network specification (55%) with deployment. A thorough deployment approach should have included network specification(s) to support for low-level deployment on IoT devices, where diverse network topologies and protocols must be considered.

Aligned with the popular of "service" discussed in the previous paragraphs, service-oriented model is the most common (34%, Figure 10, left) programming model in the approaches, followed by component-based (19%), and flow-based (13%). The language support is an important aspect to make approaches more practical, but more than one-third of the approaches do not provide language support
for deployment and orchestration (Figure 10, middle). Using domain-specific languages (DSL) seems to be more popular than general programming languages (GPL). Figure 10 (right) shows that textual is the most popular form of language support (28%), compared to graphical (17%). Some approaches (12%) do have both graphical and textual formats.

3.1.2.4 Trustworthy and advanced supports

This section gives our answers to the RQ2.3 and RQ2.4. Trustworthy aspects must be supported in the orchestration and deployment of modern IoT systems. However, Figure 11 (left) shows that very few primary studies address trustworthy aspects: security (18 out of 69 studies), privacy (8), resilience (6), reliability (8). Among the trustworthy aspects, security is the most addressed one in the primary studies. None addresses safety, which should be also a crucial property of critical IoT systems. Figure 11 (right) shows that few primary studies provide advanced supports such as monitoring, run-time adaptation, shared access. It is worth to note that the approaches supporting both orchestration and deployment are more likely to support more advanced features such as monitoring and run-time adaptation (13, 12) than the approaches that solely supports only deployment (9, 8) or orchestration (6, 7). Shared access to resources is a rare feature in the existing approaches.

3.2 A systematic literature review of the key orchestration and deployment approaches for IoT

The results of the SMS give us a high-level overview of the research landscape of the existing Depo4IoT studies. To dive into more technical details, we select the most significant studies from the SMS to conduct deep analyses on them and discuss in detail on the main technical gaps. In other words, the SMS is the preliminary step of our systematic literature review (SLR) dedicated specifically to the primary deployment AND orchestration approaches for IoT.
3.2.1 The protocol of our SLR

We conducted our SLR by following the guidelines in [27-29]. In the following, we refine our research questions (RQs), then clarify the inclusion and exclusion criteria for selecting the primary studies of the SLR. Next, we show our strategy to find and select the primary studies for answering the research questions of the SLR.

3.2.1.1 The research questions of the SLR

The key contributions of this SLR are our answers to the following research questions and sub-questions:

**RQ1: What are the technical details of the primary Depo4IoT approaches?**
- RQ1.1 - What are the publication status of Depo4IoT research?
- RQ1.2 - How do the primary Depo4IoT approaches support IoT deployment and orchestration?
- RQ1.3 - What are the design support aspects of the primary Depo4IoT approaches?

**RQ2: How do the existing primary Depo4IoT approaches address the trustworthiness aspects?**
- RQ2.1 - How do the existing primary Depo4IoT approaches address the trustworthiness aspects?
- RQ2.2 - Have any primary Depo4IoT approaches provided advanced supports such as monitoring, adaptation, and shared access to resources?
- RQ2.3 - How mature are the approaches in terms of tool support and evaluation?

**RQ3: What are the current technical challenges to be further investigated in this field?**

3.2.1.2 Search and selection process of primary studies

The SMS study was the first round (group discussion 1) to select the primary studies for the SLR. After the SMS, we got on a list of primary studies focusing on either deployment OR orchestration. Using the SMS as the basis for further research [29], we continued with the second group discussion to select the most significant Depo4IoT studies. In the second round of group discussion (group discussion 2), from the first list, we shortlisted 17 primary studies that have research contributions in deployment for IoT as shown in Figure 12. Our main exclusion criterion to filter papers for the SLR is: "Papers only dealing with orchestration without deployment are excluded."

![Figure 12: Overview of the search and selection steps of the SLR](image)

We extracted data in detail from the list of 17 primary Depo4IoT studies of the SLR, following the taxonomy presented above. By analysing the extracted data, we can answer the research questions as presented in the next section.
3.2.2 Some highlights of our SLR's results

Table 2 gives an overview of the 17 primary Depo4IoT studies of the SLR. We have conducted in-depth analyses on these studies based on the taxonomy presented in Section 3.1.1.3. Answering RQ1.1, Figure 13 (left) shows a sharp rise in the number of primary Depo4IoT studies very recently. More than half of the studies (nine out of 17) were just published in 2017, which could indicate this research area is taking off to match with the important role of deployment and orchestration for IoT. One reason that Depo4IoT challenges are only receiving more attention recently is that so far IoT research might have focused more on fundamental IoT technologies, e.g., approaches and tools for the development of IoT software components, communication protocols. But, once the IoT development approaches have advanced, the challenges of deployment and orchestration of IoT have popped up, which require more systematic and advanced supports in deployment and orchestration.

On another note, IoT is a heterogeneous research area that spans in multiple relevant research domains such as Software Engineering (SE), Cloud or Service-Oriented Architecture (SOA), Network, and IoT itself. Figure 13 (right) shows the times each research domain is the main topic in the calls for papers of the publication venues where the primary Depo4IoT studies are published. It is not surprising to see the dominance of IoT topic in the publication venues of the primary Depo4IoT studies (nine in total in Figure 13, right). But, the other related research domains are sharing publication venues with IoT (SE: four, Cloud/SOA: four, Network: four).

Table 2: The primary deployment and orchestration studies of the SLR.

<table>
<thead>
<tr>
<th>#</th>
<th>Year</th>
<th>Study</th>
<th>Title*</th>
<th>PV</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>2017</td>
<td>ARCADIA [33]</td>
<td>A Middleware for Mobile Edge Computing</td>
<td>J</td>
</tr>
<tr>
<td>S3</td>
<td>2017</td>
<td>Chen et al. [34]</td>
<td>A Dynamic Module Deployment Framework for M2M Platforms</td>
<td>C</td>
</tr>
<tr>
<td>S11</td>
<td>2017</td>
<td>Calvin [36]</td>
<td>Calvin Constrained: A Framework for IoT Applications in Heterogeneous Environments</td>
<td>C</td>
</tr>
<tr>
<td>S14</td>
<td>2017</td>
<td>Niflheim [37]</td>
<td>Niflheim: An end-to-end middleware for applications on a multi-tier IoT infrastructure</td>
<td>C</td>
</tr>
<tr>
<td>S15</td>
<td>2017</td>
<td>Verba et al. [38]</td>
<td>Platform-as-a-service gateway for the Fog of Things</td>
<td>J</td>
</tr>
<tr>
<td>S17</td>
<td>2017</td>
<td>TOSCA-BMWi [40]</td>
<td>A TOSCA-based Programming Model for Interacting Components of Automatically Deployed Cloud and IoT Applications</td>
<td>C</td>
</tr>
<tr>
<td>S7</td>
<td>2015</td>
<td>D-NR [42]</td>
<td>Developing IoT Applications in the Fog: a Distributed Dataflow Approach</td>
<td>C</td>
</tr>
<tr>
<td>S9</td>
<td>2015</td>
<td>WComp [43]</td>
<td>A Generic Service Oriented Software Platform to Design Ambient Intelligent Systems</td>
<td>C</td>
</tr>
<tr>
<td>S13</td>
<td>2015</td>
<td>xWoT [44]</td>
<td>A component-based approach for the Web of Things</td>
<td>W</td>
</tr>
<tr>
<td>S5</td>
<td>2014</td>
<td>BeC3 [45]</td>
<td>BeC3: Behaviour Crowd Centric Composition for IoT applications</td>
<td>J</td>
</tr>
<tr>
<td>S8</td>
<td>2014</td>
<td>glue.things [46]</td>
<td>glue.things - a Mashup Platform for wiring the Internet of Things with the Internet of Services</td>
<td>W</td>
</tr>
<tr>
<td>S6</td>
<td>2013</td>
<td>SAaaS [47]</td>
<td>Application deployment for IoT: An infrastructure approach</td>
<td>C</td>
</tr>
<tr>
<td>S4</td>
<td>2011</td>
<td>D-LITE [48]</td>
<td>D-LITE: Distributed logic for internet of things services</td>
<td>C</td>
</tr>
</tbody>
</table>

PV: Publication venue; J: Journal; C: Conference; W: Workshop; *: Sorted by year of publication
Answering RQ1.2, Table 2 shows the technical details of the primary Depo4IoT approaches. Because of our selection criteria, most of the primary studies have their primary contributions in deployment for IoT. Even though a few primary studies (six out of 17) such as ARCADIA [S2, in Table 2], SoPlIoT [S10], or WComp [S9], have orchestration as their primary focus, deployment is still present in these approaches, e.g., in forms of mechanisms for the dynamic loading (aka. deployment) of WComp or OSGi components. We would expect modern IoT systems leveraging cloud computing should have used cloud provisioning techniques in the Depo4IoT approaches. However, this is not the case as only five approaches mention cloud provisioning. This observation illustrates that so far there is a lack of approaches/tools specifically designed for supporting the vertical depth of different IoT layers, i.e., from cloud to fog/edge to IoT devices.

After analysing the data about deployment engine, we observe that more than two-third of the primary studies have declarative deployment type vs. less than one-fourth have imperative type. We would argue this is because imperative approaches are typically more complicated to specify and reuse (as they require the specification of a deployment plan). On the other hand, they give full control over the deployment process, thus allowing its optimization. Only [S17] has leveraged both declarative and imperative deployment types. This is because the authors of TOSCA-BMWi [S17] have focused on understanding and providing both declarative and imperative deployment types to TOSCA [49].

Looking at the target infrastructures, we can see that few studies really support orchestrating and deploying software on IoT devices. We would argue that deployment and orchestration on IoT devices are the most challenging research problems in Depo4IoT because of the diversity of IoT devices, their network protocols, and their different computing resource constraints. To really support for modern IoT systems in which trustworthy aspects are crucial, Depo4IoT studies must advance to the technical details of edges and IoT devices. Only in this way, IoT engineering can control the whole chain of IoT software deployed from cloud until IoT devices. Besides the heterogeneity, a huge challenge to bring IoT software engineering down to the low level of IoT devices could be the involvement of "black-box" software components or devices in IoT systems. Even worse, among the few studies that support Depo4IoT at IoT devices level, we find the technical details at IoT devices level very limited. WComp, SAAaaS, BeC3 and D-LITE mention about managing and supporting deployment at IoT devices but no technical details are given. Niflheim also focuses more on the technical details of cloud and edge levels. Only Calvin17, SoPlIoT really provide some technical details at IoT devices level such as the service abstraction of devices in SoPlIoT or hardware-specific features supported by Calvin.

17 https://github.com/EricssonResearch/calvin-base/wiki/Tools
Most of the studies provide information about the bootstraps that the deployment approaches rely on. We can see in Table 3 that besides common (open source) run-time environments such as OSGi, Docker, Node-RED, Node.js, Python, there are solution-specific run-time environments that have been developed together with the Depo4IoT approaches such as Calvin run-time, WComp container, or D-LITE. In other words, we find two trends of using bootstraps in Depo4IoT. One trend uses as bootstrap main-stream execution environments, e.g., Docker, Node.js, SSH and OS, which make them somehow easier to adopt (in the sense that it is easier to find a target with these main-stream execution environments). Another trend relies on more specific execution environments, e.g., Node-red, Calvin. It is worth to note that this is typically the case of middleware, where the middleware itself must be running or installed on the target host. In this case, the mechanisms such as dynamic component loading, or class loading are used, e.g., Node-red, WComp, OSGi.

Network specification among IoT elements is an important part of deployment and orchestration. Most of the primary approaches use straightforward network addressing. Only one approach provides an advanced support of software defined networking (Verba et al. [S15]). Less than half of the approaches provide some information about the supported communication protocols of the IoT devices such as WiFi, Bluetooth, ZigBee, XBee. The primary studies do not really have explicit network specification and device communication protocols support but rather just briefly mention them. This observation is understandable because very few primary studies really support orchestrating and deploying software on IoT devices.

Table 3 depicts the different communication types used by the primary studies. We can see that the communication types in orchestrating IoT components are diverse and have a fair share in use, excepts Shared space (SS), which is rarely used. Overall, the approaches offering the best decoupling in time and space (between subscribers and publisher), i.e., message passing, message queues and publish/subscribe, are largely adopted. Two studies TOSCA-BMWi and Cloud4IoT, which tick all the boxes for five communication types, are independent from communication used. The integration level at methods for orchestration is more common than at logical port level.
Only three studies Niflheim, Verba et al., and TOSCA-BMWi support both levels, which often needed for orchestrating more complex IoT systems. Indeed, orchestration is typically concerned with the behaviour of the system, which often has the integration at the method level based on the understanding of the semantics behind the methods. Vice versa, a deployment approach may not need to care about the actual behaviour of the system being deployed but just assumes the behaviour is correct. Here, the objective of deployment is to enable the communication between the elements of the system, which can be done at logical port level, not necessary at method level.

Table 4: The design aspects of the primary deployment and orchestration approaches

<table>
<thead>
<tr>
<th>Study</th>
<th>Language support</th>
<th>Application structure</th>
<th>Deployment structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>FogTorch [S2]</td>
<td>GPL, NA</td>
<td>component-based</td>
<td>T node link node links application fog/edge addressing</td>
</tr>
<tr>
<td>ARCADIA [S8]</td>
<td>DSL, NA</td>
<td>flow-based, services</td>
<td>G microservice method call node method call node implementation NA addressing</td>
</tr>
<tr>
<td>Chen et al. [S10]</td>
<td>DSL, OSMI models</td>
<td>component-based</td>
<td>T component message, method call component method call NA addressing</td>
</tr>
<tr>
<td>SolFiz [S19]</td>
<td>DSL, SolIoT script</td>
<td>services</td>
<td>T services message services composite service service mockup edge addressing</td>
</tr>
<tr>
<td>Calvin [S1]</td>
<td>NA, dataflow, actor-based</td>
<td>TG actor (node) port connection actor port connection actor instance (implementation) node (calico runtime) addressing</td>
<td></td>
</tr>
<tr>
<td>Niflheim [S14]</td>
<td>NA, microservices, component-based</td>
<td>G microservices message service service bindings microservices cloud, fog, messaging addressing</td>
<td></td>
</tr>
<tr>
<td>Verba et al. [S5]</td>
<td>DSL, Sensor Markup Language</td>
<td>services</td>
<td>T services message service deployment, migration container, node fog addressing</td>
</tr>
<tr>
<td>Foggy [S6]</td>
<td>DSL</td>
<td>component-based</td>
<td>TG node relationship template node relationship template node relationship implementation container, node fog addressing</td>
</tr>
<tr>
<td>TOSCA-BMWi [S17]</td>
<td>DSL, TOSCA+</td>
<td>component-based</td>
<td>TG node relationship template node relationship template node relationship implementation container, node fog addressing</td>
</tr>
<tr>
<td>CloudIoT [S2]</td>
<td>NA</td>
<td>component-based</td>
<td>TG node relationship template node relationship template node relationship implementation container, node fog addressing</td>
</tr>
<tr>
<td>D-NR [S7]</td>
<td>DSL, Node-RED based</td>
<td>flow-based</td>
<td>TG node dataflow node dataflow node dataflow node dataflow node implementation fog addressing</td>
</tr>
<tr>
<td>WComp [S8]</td>
<td>DSL, WComp-ADL</td>
<td>component, service, event</td>
<td>TG component, service port connection component, services port connection, service bindings lightweight service implementation container addressing</td>
</tr>
<tr>
<td>cWoT [S8]</td>
<td>DSL, cWoT</td>
<td>component, service, event</td>
<td>TG component message entities resource service mockup edge addressing</td>
</tr>
<tr>
<td>IoC [S5] and D-LITE [S4]</td>
<td>DSL, SAUT</td>
<td>component, service, event</td>
<td>TG component message behavior interaction patterns D-LITE nodes D-LITE nodes addressing</td>
</tr>
</tbody>
</table>

Answering RQ1.3, based on Table 4, we discuss the design support aspects for both orchestration and deployment in the primary studies. The language support is an important aspect to make Depo4IoT approaches more practical. Table 4 shows that using DSL is much more popular than using GPL. Two studies FogTorch and Foggy use GPL such as Java to implement their deployment algorithms together with the IoT systems (FogTorch) or some components of the deployment framework (Foggy). Among the studies that use DSLs, there are some DSLs that are common such as flow-based programming of Node-RED. We can also see that textual form and graphical form are equally popular in language support. There are some primary approaches that do propose both graphical and textual formats [S4, S5, S7, S9, S11, S12, S17]. Component-based model and service-oriented model are the most common programming models in the Depo4IoT approaches, followed by flow-based.

We can also see from Table 4 that in most of the primary Depo4IoT studies, the aspects of application structure are almost identical to the corresponding aspects of deployment structure. Indeed, there is often an overlap between deployment and orchestration specifications. Even though, when the focus is deployment, orchestration specification stays at a higher level of abstraction (e.g., microservice vs. node in ARCADIA) and the opposite for the approaches focusing on orchestration, deployment specification stays at a higher level of abstraction. Checking the deployment structure, we find that most approaches do provide some details about the software artefacts used ranging from node implementation (abstract)
to jar file or docker image (detail). Plain support for network specification (simply addressing) is common. Verba et al. [S15] is the only approach that provides software defined networking support.

Table 5: The trustworthy and advanced support aspects

<table>
<thead>
<tr>
<th>Study</th>
<th>Trustworthy aspects</th>
<th>Mo.</th>
<th>Ada</th>
<th>SAR</th>
<th>Tool support</th>
</tr>
</thead>
<tbody>
<tr>
<td>FogFpkh [S1]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>ARCADA [S2]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Middleware for applications over telecom networks and legacy data centers.</td>
</tr>
<tr>
<td>Chen et al. [S3]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Verba et al. [S15]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CloudFt [S8]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>WComp [S9]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>BeC3 [S5] and D2-LTE [S4]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>gNodeB [S8]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Skuld [S6]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>


Answering RQ2 - On the support for trustworthiness: Table 5 shows that very few primary studies address trustworthiness aspects: security (four studies), privacy (two), resilience (three), reliability (four). Indeed, the trustworthiness aspects are only briefly mentioned in these few studies, neither with details nor in explicitly systematic manner. For example, regarding security, we do not find any primary studies that have put their approaches into the context of a Security Development Lifecycle18. None addresses safety, which should be also a crucial property of critical IoT systems. In the IoT context, safety often linked with actuation conflicts, which can occur, e.g., when concurrent applications have a shared access to the actuators. We can also see that shared access to resources is a rare feature in the existing approaches because only two studies [S9, S14] have mentioned this feature. Even so, these two approaches have not gone further to provide real technical solutions. This is a hard problem that requires more extensive research work. The uncertain, dynamic, and partially known nature of the physical environment makes it very difficult or even illusory to assess at run-time the conformity of the effects of actions in this environment with deterministic models.

3.3 Other related approaches

For some years now, multiple tools have been available on the market to support the deployment and configuration of software systems – e.g., Puppet19, Chef20, CFEngine21. These tools were first defined as configuration management tools aiming at automating the installation and configuration of software systems on traditional IT infrastructure. Recently, they have been extended to offer specific support for deployment on cloud resources. Meanwhile, new tools emerged and were designed for deployment of cloud-based systems or even multi-cloud systems [50] (i.e., systems deployed across multiple cloud solutions from different providers) such as CloudMF [51], OpenTOSCA [52], Cloudify22, and Brooklyn23. Those are tailored to provision and manage virtual machines or PaaS solutions. In addition, similar tooing focus on the management and orchestration of containers – e.g., Docker Compose24, Kubernetes25. Opposed to hypervisor virtual machines, containers such as Docker containers leverage lightweight virtualization technology (in the case of Docker it was originally Linux Containers (LXC), and now libcontainer), which executes directly on the operating system of the host. As a result, Docker shares and exploits a lot of the resources offered by the operating system thus reducing containers’
footprint. In addition, Docker exploits cgroup to share and manage hardware resources and UnionFS as fast and lightweight file system. Compared to classical virtual machines, containers do not provide full isolation but isolate processes from each other. Thanks to these characteristics, container technologies are not only relevant for cloud infrastructure but can also be used on Edge devices. It is also worth noting that within the TOSCA standardization process, a language for describing deployment of cloud application, an ad-hoc group has been created to investigate the extension of TOSCA toward Edge infrastructure.

On the other side, few tools such as Resin.io\textsuperscript{26} and ioFog\textsuperscript{27} are specifically designed for the IoT. In particular, Resin.io provides mechanisms for (i) the automated deployment of code on devices, (ii) the management of a fleet of devices, and (iii) the monitoring of the status of these devices. Resin.io supports the continuous deployment on IoT devices as depicted in Figure 14. Once the code for the software component to be deployed is pushed to the Git server of the Resin.io cloud, it is built in an environment that matches the targeted hosting device(s) (e.g., ARMv6 for a Raspberry Pi) and a Docker image is created before being deployed on the target hosting device(s). However, Resin.io offers limited support for the deployment and management of software components on tiny devices that cannot host containers.

So far, none of the tools aforementioned have specifically been designed for deployment across the whole IoT, Edge, and cloud space.

\subsection*{3.4 Analysis and discussion of the state of the art}

From the results of our SMS, SLR, and other related approaches presented above, we analyse and discuss trends and the gaps in the state of the art regarding support for continuous orchestration and deployment for SIS, with trustworthiness.

\textbf{Research on deployment and orchestration for IoT is getting much more attention:} Our SMS and SLR have showed a sharp rise in the number of primary Depo4IoT studies very recently, which could indicate this research area is taking off to match with the important role of deployment and orchestration for IoT. One reason that Depo4IoT challenges are only receiving more attention recently is that so far IoT research might have focused more on fundamental IoT technologies, \textit{e.g.}, approaches and tools for the development of IoT software components, communication protocols. But, once the IoT development approaches have advanced, the challenges of deployment and orchestration of IoT have popped up, which require more systematic approaches in deployment and orchestration. As we are discussing in the

\begin{figure}[h]
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    \caption{Code deployment using Resin.io\textsuperscript{26}}
\end{figure}

\textsuperscript{26} https://resin.io
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following, the existing Depo4IoT approaches are still immature with technical gaps and lack of advanced supports and addressing trustworthiness aspects for IoT. In this context, the ENACT project's work will be very timely to address these issues.

**The technical gaps in the deployment and orchestration approaches:** In the SMS, we found that the number of orchestration approaches, often for IoT data mash-up, is nearly double the number of deployment approaches. The orchestration approaches for IoT data mash-up often make assumptions of readily deployed IoT systems in operation. The IoT deployment’s challenges must be focused more because deployment would be more fundamental for IoT than orchestration. Without proper deployment approaches to deploy IoT systems, orchestration approaches cannot thrive.

From both the SMS and the SLR, it is worth to note that most of the primary Depo4IoT approaches do not really support deployment and orchestration at IoT devices. The SMS shows that network communication and IoT device communication protocols are not considered, or only briefly mentioned in the primary studies. The existing primary studies are still quite immature in the technical aspects of deployment and orchestration at IoT devices level such as bootstrap, and network specification supports. The trend of compute moving from cloud towards the edge and "things" is obvious but regarding Depo4IoT, the SLR shows that cloud provisioning is rare and does not cover the vertical depth of different IoT layers, i.e., from cloud to fog/edge, to IoT devices. Not covering the vertical depth of all IoT layers is a problem because in practice, supporting deployment and orchestration at (resource-constrained) IoT devices is very challenging for any Depo4IoT approach. Only by going into low-level details, IoT engineering can really control the whole chain of IoT software deployed from cloud until IoT devices. In this way, it will be more likely that the trustworthy aspects and advanced supports can be addressed more systematically and efficiently.

**The lack of advanced supports and addressing the trustworthiness aspects:** The existing Depo4IoT studies are immature in providing advanced supports, i.e., regarding monitoring, adaptation, and shared access to resources. Moreover, the number of existing Depo4IoT studies addressing trustworthiness aspects is very small. Even among those studies, we have not really found any that explicitly and systematically considered trustworthy aspects. Based on these observations, we would propose to do research focusing on the real, low level technical details of deployment and orchestration, especially deployment. New Depo4IoT research should address more thoroughly and systematically the trustworthy aspects and advanced supports, which are crucial for modern IoT systems. Only by going into low-level details, IoT engineering can really control the whole chain of IoT software deployed from cloud until IoT devices. In this way, it will be more likely that the trustworthy aspects and advanced supports can be addressed more systematically and efficiently.

**The lack of research collaboration between industry and academia:** The dominance of academia-only in this research area shows that there is a big gap to make the proposed approaches more practical and closer to the needs in industry. There should be more collaboration between academia and industry because of the important role that deployment and orchestration have in the engineering of critical modern IoT systems. In the scope of the ENACT project, we aim to foster the collaboration between research partners and industry partners.

### 3.5 Towards GeneSIS, a framework for the deployment and orchestration of SIS

In this section, we first introduce the requirements that drove the development of GeneSIS (cf. Section 3.5.1). Then, Section 3.5.2 present the baseline technologies we plan to use to develop our approaches and tools for supporting continuous orchestration and deployment of trustworthy SIS. In particular, we briefly recall Model-Based Engineering (MDE), which is an approach for tackling the complexity of software and systems such as SIS and ThingML that we will use to develop our approaches and tools upon. Finally, we show our plan and strategy to develop a core technology enabler for supporting continuous orchestration and deployment of trustworthy SIS, called GeneSIS in Section 3.5.3.
3.5.1 Requirements

In this section we first present high-level requirements that will drive the development of the Secure Orchestration and Deployment tool before Table 6 introduces more concrete requirements.

The following simple motivating example is used to motivate our requirements. SensAct is a company delivering application for smart building that connects IoT sensors and actuators to analytics services running in the cloud. SensAct has to develop and deploy a new SIS in a house which is already equipped with some sensors and actuators facilitating dynamic control of blinds and lights with controllable windows and heating system. The new system should maximize exploitation of daylights and regulate the in-door temperature whilst minimizing the energy consumption. A purposely simplified version of the part of the system related to the control of the blinds is depicted in Figure 15. In short, a RFXtrx433E Transceiver is used to control the blinds as well as to receive temperature and humidity metrics from probes installed in different location of the house. This device is plugged to a Raspberry Pi (called Raspberry Pi2 in Figure 15) via a USB port. The latter is running a software service responsible for managing the access to the blinds. An Arduino with a screen is used to display (i) the temperature in the house or (ii) an alarm message in case one of the blinds is not responding. In addition, it is equipped with a button to close or open all the blinds. This Arduino is plugged via serial port to a second Raspberry Pi (called Raspberry Pi in Figure 15). The latter is hosting two software services to (i) manage the accesses to the Arduino and (ii) upload all data from the sensors and actuators in a data store running on Amazon EC2.

SensAct identifies that the actuator to control the blinds can be accessed concurrently (e.g., the blind is used to control both the temperature and the light level) for different behaviours, which have conflicting goals and effects (i.e., actions optimizing temperature may be hindered by actions optimizing light level). A device controller (i.e., components whose role is to manage access to actuators) is added to the SIS to handle this problem.

This example motivates for the following requirements that should be addressed by GeneSIS:

- **Separation of concerns and reusability**: Our solution shall provide a modular, loosely-coupled specification of the data flow and its deployment so that the modules can be seamlessly substituted and reused. Elements or tasks should be reusable across scenarios, for example, deploying Node-red.

- **Abstraction and Infrastructure independence**: Our solution shall provide a domain-specific language to describe the orchestration and deployments of SIS over IoT, edge and cloud infrastructures in both a device- and platform-independent and -specific way. In addition,
GeneSIS shall provide a continuously up-to-date, abstract representation of the running system. This facilitates the reasoning, simulation, and validation of operation activities.

- **White- and black-box infrastructure**: Our framework shall support white- and black-box devices. This requires coping with various degrees of delegation of control over underlying infrastructures and platforms.

- **Trustworthiness**: Our solution shall integrate with the ENACT solutions for trustworthiness. This includes security and privacy mechanisms as well as facilitating the identification and management of actuation conflicts, in particular, concurrent accesses to actuators.

Table 6 provides a detailed list of requirements from WP2 for GeneSIS (a.k.a., the secure orchestration and deployment enabler). GeneSIS will be used in all use cases: Intelligent Transport System (UC1), Digital Health (UC2), and Smart Building (UC3).

<table>
<thead>
<tr>
<th>ReqID</th>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC1-3 R1</td>
<td>Scalability</td>
<td>GeneSIS should be able to deploy SIS involving hundred sensors/actuators.</td>
</tr>
<tr>
<td>UC1-3 R2</td>
<td>Scalability</td>
<td>The GeneSIS modelling language should be able to represent deployments involving hundred sensors/actuators.</td>
</tr>
<tr>
<td>UC1-3 R3</td>
<td>Trustworthiness and Agility</td>
<td>GeneSIS should support the re-deployment (e.g., moving one software node from one host to another), re-configuration, and update (install new version of a software node) of software components.</td>
</tr>
<tr>
<td>UC3 R4</td>
<td>Trustworthiness</td>
<td>GeneSIS should help identifying direct actuation conflicts (i.e., concurrent accesses to a same component).</td>
</tr>
<tr>
<td>UC1-3 R5</td>
<td>Scope</td>
<td>GeneSIS should be able to deploy SIS involving IoT, edge and cloud infrastructures.</td>
</tr>
<tr>
<td>UC1-3 R6</td>
<td>Scope</td>
<td>The GeneSIS modelling language should be able to represent deployment over IoT, Edge, and cloud infrastructure.</td>
</tr>
<tr>
<td>UC1-3 R7</td>
<td>Trustworthiness</td>
<td>The GeneSIS language will support the specification (i) of the security mechanisms to be deployed and (ii) of metadata (e.g., software version) for each of the elements in a model.</td>
</tr>
<tr>
<td>UC1,3 R8</td>
<td>Integration</td>
<td>GeneSIS should properly integrate with classical IoT middleware (e.g., SMOOL, SOFIA2)</td>
</tr>
<tr>
<td>UC1-3 R9</td>
<td>Elasticity</td>
<td>GeneSIS should support the provisioning of cloud resources.</td>
</tr>
<tr>
<td>UC1-3 R10</td>
<td>Elasticity</td>
<td>The GeneSIS modelling language should provide the necessary concept for specifying the cloud resources to be provisioned.</td>
</tr>
<tr>
<td>UC2 R11</td>
<td>Monitoring</td>
<td>The GeneSIS language should include the necessary concepts to reflect directly in the language run-time data. In particular information about the deployment and infrastructure status as well as about the execution flow of ThingML programs.</td>
</tr>
</tbody>
</table>

In the following Section, we present the baseline technologies that will be used by GeneSIS to fulfil these requirements.

### 3.5.2 Baseline technologies

Model-driven engineering (MDE) [53] is a branch of software engineering which aims at improving the productivity, quality, and cost-effectiveness of software development by shifting the paradigm from code-centric to **model-centric**. This approach is commonly summarised as “model once, generate anywhere”. Models and modelling languages as the main artefacts of the development process enable developers as well as reasoning engines to work at a high level of abstraction by focusing on cloud concerns rather than implementation details. Model transformation serves as the primary technique to generate (parts of) software systems restrains developers from repetitive and error-prone tasks.

MDE has been applied to cloud computing in many works such as the OASIS Topology and Orchestration Specification for Cloud Applications (TOSCA) [54] which provides a language for specifying the topology of cloud applications along with the processes for their orchestration, the
CloudScale\cite{CloudScale} FP7 project models cloud-based system design alternatives and the analysis of their effect on scalability and cost. A challenge has been that models are not synchronized with the running system and may become irrelevant as the system evolves. CloudML developed within the REMICS\cite{REMICS}, MODAClouds\cite{MODAClouds}, and PaaSage\cite{PaaSage} FP7 projects leverages Models@Run-time to address this issue, also supporting run-time adaptation as modifications on the model can be enacted dynamically on demand.

MDE techniques have been investigated to design and reconfigure a network of resource-constrained devices. One trend is to provide an architecture-based approach to design and build flexible embedded systems, e.g., the Koala model \cite{Koala} and Think \cite{Think}. Kevoree\cite{Kevoree} relies on models at run-time to support the dynamic adaptation of distributed cloud and cyber physical systems supporting hot deployment of component types (i.e., not foreseen deployments). Fleurey et al. describes a DSL to derive adaptive firmware for microcontrollers \cite{Fleurey}, modelling adaptive behaviours of embedded systems and compiling these models. The HEADS FP7 EU project proposes ThingML \cite{ThingML}, a modelling language with a tool chain for engineering embedded and distributed systems, especially IoT systems on various IoT platforms. More specifically, ThingML is a practical MDE approach comprises a modelling language, a set of tools, and a methodology that target resource constrained embedded systems such as low-power sensor and microcontroller-based devices, gateways. More importantly, ThingML provides methods and tool support for facilitating the integration of resource constrained embedded systems with more powerful computing resources such as servers and cloud, which are the common for IoT systems. In other words, ThingML facilitates the collaboration between IoT service developers and IoT infrastructure/platform operators in a large range of processing nodes and protocols with high heterogeneity \cite{Heterogeneity}. We plan to develop on this special integration support of ThingML to provide the ability of continuous deployment, operations, and management of applications across IoT, edge, and cloud infrastructures.

ThingML is developed as a textual domain-specific modelling language (DSML) that includes concepts to describe both software components and communication protocols. The formalism used is a combination of architecture models, state machines and an imperative platform-independent action language. The ThingML toolset includes text editors to create and edit ThingML models, a set of transformations to create diagrams from ThingML models and an advanced multiplatform code generation framework \cite{ThingML} that support multiple target programming languages. One of the key features is ThingML’s template mechanism integrated into the language to integrate with third-party (or legacy) API, rather than re-developing them from scratch. This makes ThingML practical for integrating with different existing IoT services, supporting many kinds of target platforms of IoT systems such as Java, NodeJS, Arduino, C.

Another practical aspect is that ThingML allows abstracting from the heterogeneous platforms and IoT devices to model the desired IoT system’s architecture. This is helpful because in practice, platforms and devices, as well as the final distribution of software components, typically are not known during the early design phases. The architecture model consists of components, ports, connectors, and asynchronous messages. Once the general architecture is defined, ThingML supports specifying the components’ business logic in a platform-independent way using statecharts and the action language. ThingML statecharts include composites, parallel regions, and history states. The state machines typically react to events corresponding to incoming messages on a component’s port. The action language lets developers specify the guards, actions, variables, and functions in the component and lets the state machine send and receive messages on the component’s port \cite{Heterogeneity}.

### 3.5.3 Conceptual design of the GeneSIS framework

The objective of the GeneSIS framework is to support the orchestration and deployment of IoT systems whose software building blocks can be deployed over IoT, edge and cloud infrastructures. The target user group for our framework is thus mainly software developers and architects.
GeneSIS includes: (i) a domain specific modelling language to model the orchestration and deployment of SIS across the IoT, edge and cloud spaces; and (ii) an execution engine that supports the orchestration of IoT, edge and cloud services as well as their automatic deployment over IoT, edge and cloud resources.

Our framework is agnostic to any development paradigm and technology, meaning that the developers can design and implement the applications based on their preferred paradigms and technologies. The GeneSIS framework is also agnostic to any specific business domain.

To avoid the limitation that for each targeted infrastructure or platform the deployment engine and the deployment actions or code has to be tailored and customized for the specific platform, the GeneSIS deployment engine will embed a plug-in mechanism.

The features offered by GeneSIS are summarized in Figure 16. It is worth noting that the work presented in this section is still in its early stage and might evolve in the forthcoming deliverable D2.2.

3.5.3.1 The GeneSIS Modelling Language

The GeneSIS Modelling language is inspired by our former work on CloudML and is thus inspired by component-based approaches to facilitate separation of concerns and reusability. In this respect, deployment models can be regarded as assemblies of components. In general, one of the objectives when we developed this language was to keep it as simple as possible, with minimal set of concepts but still keeping it extensible. The type part of the GeneSIS modelling language metamodel is depicted in Figure 17.
A **DeploymentModel** consists of **SISEElements**, which can be associated with properties. The two main types of **SISElements** are **Components** and **Links**.

A **Component** represents a reusable type of node that will compose a **DeploymentModel**. A **Component** can be a **SoftwareComponent** representing a piece of software to be deployed on a host (e.g., an Arduino sketch can be deployed on an Arduino board). A **SoftwareComponent** can be an **InternalComponent** meaning that it is managed by the framework (e.g., an instance of Node-red to be deployed on a Raspberry Pi), or an **ExternalComponent** meaning that it is managed by an external provider (e.g., a database offered as a service) or is hosted on a blackbox device (e.g., RFXCom transceiver). The property **port** of a **SoftwareComponent** represents a logical port. A **SoftwareComponent** can be associated with **Resources** (e.g., scripts, configuration files) adopted to manage its deployment life-cycle (i.e., download, configure, install, start, and stop). In particular, there are two main predefined types of resources: **DockerResources** and **SSHResources**.

An **InfrastructureComponent** provides hosting facilities (i.e., it provides an execution environment) to **SoftwareComponents**. The properties **IP** and **port** represent the IP address and port that can be used to reach the **InfrastructureComponent**. The property **isLocal** depicts that a physical connection is required to deploy a **SoftwareComponent** on an **InfrastructureComponent** via a **PhysicalPort**.

There are two main types of **Links**. A **Hosting** depict that an **InternalComponent** will execute on a specific host. This host can be any **Component**, meaning that it is possible to describe the whole software stack required to run an **InternalComponent**. A **Hosting** can be associated with **Resources** specifying how to configure the components so that the contained component can be deployed on the container component. A **Communication** represents a communication binding between two **SoftwareComponents**. A **Communication** can be associated with **Resources** specifying how to configure the components so that they can communicate with each other. The property **isMandatory** of **Communication** represents that the **SoftwareComponents** depend on this feature (e.g., the service hosted on Raspberry Pi2 will not work if the communication with RFXtrx433E is not properly set up). The property **isController** depicts that the **SoftwareComponent** associated to the **in** attribute is controlled by the other (e.g., all messages going to the Arduino should pass through the service hosted on Raspberry Pi). Finally, the property **isDeployer** specifies that the **InternalComponent** indicated in the property should be deployed from the location of the other **SoftwareComponent** (e.g., the artefact to be executed on the Arduino will be deployed from the Raspberry Pi).

It is worth noting that we applied the **type-instance** pattern [60] to **SoftwareComponents** thus facilitating the reuse of generic type of components. This pattern exploits two flavours of typing, namely **ontological** and linguistic, respectively [61].

At the time of this deliverable, the concrete syntax of the GeneSIS language is graphical as depicted in Figure 15. In future work, a textual syntax will be considered.

From a deployment model specified using the GeneSIS Modelling language, the GeneSIS deployment engine is responsible for: (i) deploying the software artefacts, (ii) ensuring communication between them, (iii) provisioning cloud resources, and (iv) monitoring the status of the deployment. Details about
the GeneSIS run-time environment can be found in the deliverable D3.1 and will be further presented in D2.2.

3.5.4 How GeneSIS contributes to improving the continuous deployment and trustworthiness of SIS

As detailed before, the objective of the GeneSIS framework is to support the continuous orchestration and deployment of IoT systems whose software building blocks can be deployed over IoT, edge and cloud infrastructures. GeneSIS will thus contribute improving the trustworthiness of SIS in two main ways:

1. By supporting the continuous deployment of SIS, it increases the agility of the overall SIS delivery process, enabling continuous reaction to failures and quick release of patches. This also includes providing developers with the ability to adapt a SIS that would be in a situation that could not have been anticipated during development.

2. GeneSIS will integrate with the ENACT trustworthiness mechanisms and tools (e.g., diversifier, security and privacy control) and must be responsible for the deployment of mechanisms addressing specific aspects of trustworthiness such as security, privacy and resilience. GeneSIS will also integrate with the Actuation conflict management tool, facilitating the deployment of controllers responsible for managing shared access to actuators. In particular, GeneSIS will (i) help identifying direct concurrent accesses to actuators, and (ii) provide specific concepts in the GeneSIS modelling language to represent shared accesses controllers.

Any system defined as an orchestration of deployed software components is exposed to the problem of sharing some resources used to design it. In case of SIS, the involved components are not necessarily stateless (this is the case of actuators for instance) and multiple applications can interact with these shared resources leading to different types of conflicts. The next section will study how to identify, analyse and manage actuation conflicts.

4 Identify, analysing and managing actuation conflicts

IoT applications have been limited to collecting field information for a long time; smart objects utilization is mainly motivated by their capacity at gathering environmental information from sensors as means to support users in decision making (e.g., BUTLER), for enabling the development of secure and smart life assistant applications thanks to contextual pervasive information system. If actions arise, they are carried out under users’ control [62, 63]. However, IoT infrastructures must support multiple applications. Many works address this problematic through a three-layers model:

- an infrastructure layer consisting of a set of shared sensor and actuator, immersed in the physical environment;
- a top layer where applications are deployed and,
- one or more intermediate layers for ensuring the overall coherency of the system between applications and the shared infrastructure. The U-Test project introduces, for instance, an “integration” layer for this purpose34.

The problem is then rather technological or technical and aims at providing the infrastructure layer with sensors access control mechanism [64].

However, SIS are not only composed of sensors, but also of actuators taking electrical input and turning it into physical actions.

---

Therefore, in case of infrastructures with shared actuators, interactions with the physical environment raise additional challenges that cannot be ignored, for example in M2M applications [65]. Actuators not only raise concurrent and possibly conflicting accesses problems. They also raise problems of semantic coherency between the considered actions and their resulting effects in the environment (e.g., opening a window while heating). The consequences of actions and their impacts in the physical environment may put at risk applications functionalities. Indeed, applications being no longer isolated processes, they are not immune to the effects of the concurrent applications sharing the same environment and potentially producing antagonistic effects [66]. The conformity of the applications behaviour with a predefined model is illusory because of the uncertainties pertaining the physical environment, which is open and non-deterministic [67].

In the taxonomy we used in the systematic mapping study and systematic literature review of the orchestration and deployment approaches for SIS (Section 3.1), “actuation” is a subtopic of the “shared access to resources” concept.

It results from the systematic mapping study, that actuation is not a first-class concern. However, this study is limited to actuation management in the context of orchestration and deployment for SIS. The only conclusion that can be drawn is that, to the best of our knowledge, there is no mechanisms for managing actuation conflicts in systems for the orchestration and deployment of SIS.

We then conducted a complementary systematic mapping study focusing on “Actuation” in IoT systems (in the broad sense, outside the scope of orchestration and deployment our primary SMS/SLR was limited to). The objective here was to address all the research work done on actuation conflict topic being not necessarily part of a complete orchestration and deployment framework.

The remainder of this section is as follows. In Subsection 4.1, we do present the research landscape on the existing approaches and tools used for supporting the actuation conflict management of IoT systems. Then in Subsection 4.2, we do provide a comprehensive analysis of the existing approaches and identify some important gaps. In Subsection 4.3, we do describe requirements pertaining the ENACT project for supporting actuation conflict management. Finally, Subsection 4.4 provides the baseline technologies and plan for developing our approaches and tools.

### 4.1 A Systematic Mapping Study (SMS)

The systematic study conducted for the orchestration and deployment of IoT systems highlighted the lack of consideration of the actuation conflict management in the existing solutions. Research community and industry have been proposing different approaches, methods and tools for supporting actuation conflicts identification, analysis and management in IoT and CPS domains. It is not clear
however what are the existing primary approaches for supporting this issue, how advanced they are nor if even they are integrated in existing IoT or CPS systems.

To provide a clear picture of the research landscape on the existing approaches for supporting actuation conflicts management, a Systematic Mapping Study (SMS) has been conducted on actuation conflict management of IoT and CPS systems. Section 4.1.1 gives an overview of the SMS and the research questions addressed along with the review protocol. Some highlights concerning SMS outcomes are provided in section 4.1.2.

### 4.1.1 Protocol

We conducted this SMS by following guidelines described in section 3.1.1 of this document. Based on the research questions developed in subsection 4.1.1.1, we conducted a rigorous search and selection process presented in subsection 4.1.1.2 providing us with a set of primary studies. Subsection 4.1.1.3 presents the key concepts used for extracting data and analyse it according to the identified research questions.

#### 4.1.1.1 Research questions

The study seeks answers to the following research questions.

**RQ1: What are the primary studies statistics?**

- **RQ1.1:** What is the rate of publication over years?
- **RQ1.2:** In which types of venue (workshop, conference, journal) were the primary studies published?
- **RQ1.3:** What is the distribution of publications in terms of academic and industrial affiliation and location?
- **RQ1.4:** What are the application domains considering actuation conflict management?

**RQ2: What are the approaches implemented in the primary studies and how advanced are they?**

RQ2 is split down into the following sub-questions:

- **RQ2.1:** How comprehensive the actuation model is?
  - **RQ2.1.1:** Does it consider direct actuation conflict or also indirect ones?
- **RQ2.2:** What are the approaches used to identify actuation conflicts?
  - **RQ2.2.1:** What are the models used to identify actuation conflicts?
  - **RQ2.2.2:** During which stage of the DevOps cycle does the identification conflicts take place (Compile time, Deploy time, Run-time)?
- **RQ2.3:** What are the approaches used to solve the actuation conflicts?
  - **RQ2.3.1:** What are the models and methods underlying actuation conflicts resolution?
  - **RQ2.3.2:** During what stage of the DevOps cycle does the conflicts resolution mechanism take place?
  - **RQ2.3.3:** At which level does the conflicts resolution take place (at device level, edge or in the cloud)?
- **RQ2.4:** What is the readiness level of the proposed approaches?

**RQ3: What are the open issues to be further investigated in this field?**

Based on the primary studies, we seek to find out open issues that would deserve more investigation in the future along with the potential directions to tackle them.

- **RQ3.1:** What are the open issues of the current research on actuation conflict management?
- **RQ3.2:** What research directions could be envisioned for tackling these issues?
4.1.1.2 Search and selection process of the primary studies

From the research questions, we derived a set of keywords. To complete these keywords, we also manually selected papers from the domains of concern and automatically extracted the words frequency in the title and abstract of these papers. We classified all of them into three groups of search terms:

- Group of keywords relative to the involved entities: actuator, actuation, effector, feature interaction\(^{35}\)
- Group of keywords relative to their interaction: conflict, critical, interaction, interference, constraint, detection, shared, concurrency
- Group of keywords relative to the research domains of interest: Internet of Things, IoT, Web of things, WoT, Cyber-Physical Systems, CPS.

The following search string was built as a disjunction of the keywords within each group and a conjunction of all the groups of keywords: (“Internet of Things” OR “IoT” OR “Web of Things” OR “WoT” OR “Cyber-Physical” OR “CPS”) AND (“Actuator” OR “Actuation” OR “Effector” OR “Feature Interaction”) AND (“Conflict” OR “Critical” OR “Interaction” OR “Interference” OR “Constraint” OR “Detection” OR “Shared” OR “Concurrency”).

Libraries not using metadata-based search (Springer) and indexing non-peer-reviewed paper (Google scholar) were excluded from the automatic search process. This ended up by addressing four main publication repositories (IEEE Xplore\(^{36}\), ACM DL\(^{37}\), Scopus\(^{38}\) and Science Direct\(^{39}\)) for which the search string was adapted, and results filtered to only make appear the last 10 years publications (IoT research started to emerge in 2008). To complete this automatic search process, we also included the manually selected papers used to complete the keywords list.

More than 2000 candidate papers were identified from automatic and manual search processes from which 22 were selected as a basis for answering the research questions. The fully detailed selection process is depicted in Figure 19.

![Figure 19: The search and selection process for primary studies](image)

4.1.1.3 Data extraction

A comparison framework based on key concepts has been defined to analyse the primary studies and help us answering the research questions. The key concepts identified are the following: “models

---

\(^{35}\) Wikipedia: “Feature interaction is a software engineering concept. It occurs when the integration of two features would modify the behaviour of one or both features.”

\(^{36}\) http://ieeexplore.ieee.org

\(^{37}\) https://dl.acm.org

\(^{38}\) https://www.scopus.com

\(^{39}\) https://www.sciencedirect.com
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support”, “conflict identification/detection methodology”, “resolutions approaches”, “application domains”, “type of evaluation and application domain”. We also included some aspects about the meta-info of the primary studies such as publication year, publication venue to be able to reason about the trends and landscape of research in this domain.

### 4.1.2 Results Highlights

The following sections are devoted to providing an analysis of the selected publications according to the research questions identified in section 4.1.1.1.

#### 4.1.2.1 Overview

This section provides answers to the research question RQ1 and associated sub-questions RQ1.1, RQ1.2 and RQ1.3. IoT research started to emerge in 2008 but until 2011, there was few papers about actuation conflict management for IoT systems. In Figure 20, although limited, we can note the increasing trend of the publications on the subject over this period. From then, the amount of publications increases, showing more attention to the IoT and CPS actuation conflict research area is given by the community.

We conducted our search process in June 2018 which can explain the low number of papers during this year. We would argue that the total number of primary studies published in the whole year 2018 should be at least the same as the previous years. Anyway, the total number of primary studies is not very large.

![Figure 20: Primary studies published per year](image)

Answering RQ1.2: Figure 21 shows the distribution of primary studies published over years and per venue type. There is a constant number of publications during the period 2014-2016. 30% are journal papers and 55% are conference papers (the rest are workshop papers).

![Figure 21: Primary studies published per year, per venue type](image)

Answering research question RQ1.3: by checking the affiliation of the authors, we can see in Figure 22 (left) that most of the authors of the primary studies are researchers (70%). The involvement of industry in this research area is still limited (11%) which is more than the 4% noticed in the DepoIoT SMS. There are also joint researches between academic and industry (19%). This underline the raising importance of actuation conflict management concern in industrial use cases. Figure 22 (right) shows...
the countries researchers come from. The top most countries are United States of America (7), France (4) and Japan (4) followed by Canada (3), Austria (3), Germany (2). Researchers from other countries are also involved in this research for a total of 15 countries.

4.1.2.2 Domains and readiness level

Regarding the domains of case studies presented in primary studies, Figure 23 (left) shows the predominance of Cyber-Physical Systems over Internet of Things in terms of application domain. We can also notice that Web of Things (included in our keywords) is not present. One paper speaks about Systems of Systems encompassing CPS and IoT domains. The Smart Home (grouping Smart Home and Smart Office thematic) is more than half of the domains case studies and about one quarter are Automotive case studies. The other ones consider Smart Factory, Smart Health, or Robotics domains and 7% of the primary studies does not apply or illustrate the proposed work with any application domain.

Considering the readiness level of primary studies (Figure 24), 74% are limited to approaches than at the maximum are simulation (no experimentation, only theoretical work, use case description of in-silico simulation). 22% of the primary studies present a laboratory prototype and one primary study (4%) made in vivo experimentation.
4.2 Analysis and discussion of the state of the art

In the broad sense, a feature describes a unit of functionality that satisfies a requirement [68]. When a global functionality is obtained from a set of shared features, there is a risk for unintended and undesirable interactions between the features. This problem is known as feature interactions (FIs)[69]. This term is general enough to encompass ‘conflicts’ as being unexpected and unintended interactions between features. Thereby, either one or the other term are used in the literature. FIs concerns are introduced in Subsection 4.2.1. Subsection 4.2.2 presents the modelling technics used for describing FIs. FIs identification methodologies are investigated in Subsection 4.2.3 followed by methodologies for their resolution in Subsection 4.2.4.

4.2.1 Features Interactions (FIs)

FIs concerns have been first identified in the field of telecommunications and subsequently in many other areas such as software composition in information systems [70]. FIs identification and resolution has been widely addressed since then in the literature, proposed solutions relying on state-of-the-art modelling frameworks of the concerned fields. For instance, in software engineering, as part of software product lines (SPLs) methods, feature models describe possible alternative choices for the conception of a software product through FIs dependency and combination rules.

In the Cyber-Physical Systems (CPS) and Internet of Things (IoT) domains, the overall functionality of a system often results in the composition of a set of distributed features (services, actuators, sensors, etc.), relying on Component-Based Software Engineering (CBSE) approaches for representing features and their logical interaction [71]. In this context, FIs is about (1) shared features, possibly subject to conflicting control (structural conflict such that ON and OFF commands are send simultaneously to a lamp), (2) shared environments, possibly subject to conflicting effects (environmental conflict such that a heater is required to warm a room while, at the same time, an air-conditioner is required to cool the same room). Moreover, in these fields one may consider FIs as emergent behaviours not deductible from individual features [69]. Therefore, FIs identification and resolution solutions in this domain not only have to be data oriented as in classical approaches, but have also to be physical effects oriented, taking into account the dynamics of the physical environments within which CPS and IoT systems operate. This is widely recognized in the CPS and IoT literature. Just to name a few, in the smart-home field, authors in [72] emphasis the fact that actuators being entities that affect the surrounding environment, conflicts may occur when applications try to use a single actuator or when they use different actuators causing different effects. In the field of Smart-city applications, the rising number of services increases potential for undesired FIs leading unsafe situations and disruption of the benefits the services were originally intended to provide [73] [69]. Although FIs problem in these fields is recognized, their identification and resolution methodologies are still in their infancy. For instance, authors in [74] find that actuation control other than ad-hoc is currently limited in the IoT field due to the lack of mechanisms providing safety guarantees toward FIs. This aspect is crucial as developers cannot objectively anticipate all possible interactions and their consequences, their number being exponential in the number of
features [70]. This situation is aggravated by uncertainties pertaining the non-isolated physical environments CPS and IoT applications interact with.

In the sequel, we do investigate on the modelling frameworks currently used for describing FIs along with associated tools used for identifying and resolving unintended and undesired FIs.

### 4.2.2 FIs models

In this section, we do investigate on the modelling frameworks currently used in CPS and IoT fields for describing FIs. This analysis provides an answer to the research question RQ2.1. Table 7 provides a summary of the work considered in the study (some papers present evolutions of older approaches. When it is the case, papers are grouped in the same row). It is interesting to notice that only half of the work consider environmental FIs. Among them however, none uses analytical models (e.g., hybrid models) for modelling the physical environment interactions. In [75] however, authors use a model of the environment but this one is extremely limited (considering only speed and distance variables).

Instead, (some limited) physical interactions are implicitly defined into the models. FIs are mainly described through rules and dependency graphs (where interactions among a set of features are specified explicitly) or formal modelling techniques hereby allowing automatic verification and detection or preventing undesired interactions to occur. Besides the modelling approaches, it is worth noting that no dedicated development tool for supporting designers in eliciting the FIs models are presented. However, OCL (UML-based), XML/JSON OWL-based SWRL and Finite State Machines (FSM) based models can leverage existing editing tools.

**Table 7: FIs modelling frameworks**

<table>
<thead>
<tr>
<th>Bib. References</th>
<th>Publication year</th>
<th>FI description</th>
<th>Modelling framework or language</th>
<th>Feature Interactions (FIs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>An Application Conflict Detection and Resolution System for Smart Homes</td>
<td>2015</td>
<td>Metadata</td>
<td>Kripke structure that represents statuses of sensors and actuators</td>
</tr>
<tr>
<td>2</td>
<td>DepSys: Dependency Aware Integration of Cyber-Physical Systems for Smart Homes</td>
<td>2014</td>
<td>Metadata</td>
<td>XML</td>
</tr>
<tr>
<td>3</td>
<td>ECA rules for IoT environment: A case study in safe design</td>
<td>2014</td>
<td>ECA rules</td>
<td>Heptagon/B2R rule system representation</td>
</tr>
<tr>
<td>4</td>
<td>Discrete Control for Smart Environments Through a Generic Finite-State-Models-Based Infrastructure</td>
<td>2014</td>
<td>Description Constraint Language (DCL)</td>
<td>Synchronous Mealy machines further transformed to Kripke structures.</td>
</tr>
<tr>
<td>5</td>
<td>Safe Composition in Middleware for the Internet of Things</td>
<td>2015</td>
<td>Sensors/Actuators Dependency graph</td>
<td>Complex Event Processing (CEP)</td>
</tr>
<tr>
<td>6</td>
<td>Toward Validated Composition in Component-based Adaptive Middleware</td>
<td>2011</td>
<td>Forbidden actions (FAs)</td>
<td>Object Constraint Language (OCL)</td>
</tr>
<tr>
<td>7</td>
<td>Event management for simultaneous actions in the Internet of Things</td>
<td>2017</td>
<td>JSON metadata</td>
<td>Sensor and Actuator Mapping Description (SAMD) language</td>
</tr>
<tr>
<td>8</td>
<td>Towards a Model-Based Verification Methodology for Complex Swarm Systems</td>
<td>2016</td>
<td>Metadata</td>
<td>Universal Service Description Language (USDL) can be regarded as the semantic counterpart to the syntactic WSDL description</td>
</tr>
<tr>
<td>9</td>
<td>SPIRE: Scalable and Unified Platform for Real World IoT Services with Feature Interactions</td>
<td>2011</td>
<td>Metadata</td>
<td>Actuator zones and regions of interest</td>
</tr>
<tr>
<td>10</td>
<td>Programming support for distributed optimization and control in cyber-physical Systems</td>
<td>2015</td>
<td>Features actuation control program</td>
<td>Finite State Machine (FSM)</td>
</tr>
<tr>
<td>11</td>
<td>Knowledge-Aware and Service-Oriented Middleware for deploying pervasive services</td>
<td>2012</td>
<td>JSON metadata</td>
<td>Simplified Service Description Language (USDL)</td>
</tr>
<tr>
<td>12</td>
<td>S3: Smart Shadow System for Real World Service and Its Evaluation with Users</td>
<td>2011</td>
<td>Metadata</td>
<td>Universal Service Description Language (USDL) can be regarded as the semantic counterpart to the syntactic WSDL description</td>
</tr>
<tr>
<td>13</td>
<td>Towards a Model-Based Verification Methodology for Complex Swarm Systems</td>
<td>2016</td>
<td>Forbidden actions (FAs)</td>
<td>Object Constraint Language (OCL)</td>
</tr>
<tr>
<td>14</td>
<td>Towards user-centric feature composition for the Internet of Things</td>
<td>2015</td>
<td>Features actuation control program</td>
<td>Finite State Machine (FSM)</td>
</tr>
</tbody>
</table>

Public Final version 1.4, 31/10/2018 43
4.2.3 FIs Identification/Detection

In this section, we do investigate on the FIs identification methodologies. This analysis provides an answer to the research question RQ2.2. Table 8 provides a summary of the work considered in the study. Most of the approaches rely on classical model checking techniques applied at compilation or deployment phases. Thus, the proposed approaches are mainly based on deterministic models and/or assume that all possible interactions have been identified upfront. This indicates that the proposed approaches are domain dependent, if not \textit{ad-hoc}. Moreover, it raises the question of the scalability of the proposed approaches assuming that the number of all the possible interactions and their consequences is exponential in the number of features [70]. Scalability is considered a first-class concern for three approaches [76-78]. It is not clear however how methodologies involved address this problem for approaches described in [76, 77]. Only two approaches [77, 79] consider the dynamicity of the underlying infrastructure, typical of the IoT field where features availability, when embedded in “things”, depends on the mobility thereof.

<table>
<thead>
<tr>
<th>Bib. References</th>
<th>Publication year</th>
<th>FIs identification methodology</th>
<th>DevOps stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>An Application Conflict Detection and Resolution System for Smart Homes</td>
<td>2015</td>
<td>Checking LTL temporal logic formulas that asserts “no two apps are creating conflicting effects at the same location”.</td>
<td>Deployment</td>
</tr>
<tr>
<td>DepSys: Dependency Aware Integration of Cyber-Physical Systems for Smart Homes</td>
<td>2014</td>
<td>Custom, from metadata parsing.</td>
<td>Deployment</td>
</tr>
<tr>
<td>ECA rules for IoT environment: A case study in safe design</td>
<td>2014</td>
<td>Model checking (Sigali).</td>
<td>Compilation</td>
</tr>
<tr>
<td>Discrete Control for Smart Environments Through a Generic Finite-State-Models-Based Infrastructure</td>
<td>2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Safe Composition in Middleware for the Internet of Things</td>
<td>2015</td>
<td>Model checking (CLEM) on parallel composition of synchronous Mealy machines.</td>
<td>Compilation</td>
</tr>
<tr>
<td>Toward Validated Composition in Component-based Adaptive Middleware</td>
<td>2011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Event management for simultaneous actions in the Internet of Things</td>
<td>2017</td>
<td>ECA rules against data dependency graph.</td>
<td>Run-time</td>
</tr>
<tr>
<td>Towards a Model-Based Verification Methodology for Complex Swarm Systems</td>
<td>2016</td>
<td>Incremental Model checking (not specified), injecting forbidden actions one at a time.</td>
<td>Compilation</td>
</tr>
<tr>
<td>Knowledge-Aware and Service-Oriented Middleware for deploying pervasive services</td>
<td>2012</td>
<td>Pervasive Business Definition Language (PBDL), with the aim of defining composition rules.</td>
<td>Run-time</td>
</tr>
<tr>
<td>S^3: Smart Shadow System for Real World Service and Its Evaluation with Users</td>
<td>2011</td>
<td>Not specified.</td>
<td>Run-time</td>
</tr>
<tr>
<td>SPIRE: Scalable and Unified Platform for Real World IoT Services with Feature Interactions</td>
<td>2016</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In this section, we do investigate on the FIs resolution methodologies. This analysis provides an answer to the research question RQ2.3. Table 9 provides a summary of the work considered in the study. Most of the approaches handle automatic FIs resolution at run-time, relying on controller instances (e.g., Java controller [80, 81], Constraint component [77], Orchestrator [79], Agents [82], Negotiator [83], Coordinator [75, 84]). FIs Resolution methodologies mainly rely on three approaches, given hereafter by order of importance. (1) based on Behaviour-Interaction-Priority (BIP) [77, 80, 81], where FIs are resolved based on prioritization policies; (2) based on formal constraints checking [77, 80, 81, 85]; (3) based on quality of service (QoS) optimization [79]. It is worth noting that BIP approaches do generally not scale well, nor are well accepted by end users [82].

Among the approaches [77-79] considering the dynamicity of the underlying infrastructure, only the approaches detailed in [77, 78] implements a dynamic FIs resolution mechanism.

Finally, considering the whole flow, reusability must be a first-class concern. However: (1) Rules descriptions rely on meta-models being either ontologies [86] or specific description languages. In any case, there is no standard emerging from the approaches studied. (2) FIs resolution controller reusability is not identified as a first-class concern.

<table>
<thead>
<tr>
<th>Bib. References</th>
<th>Publication year</th>
<th>Deployment target</th>
<th>DevOps Stage</th>
<th>Automation level</th>
<th>Resolution methodology and underlying model</th>
</tr>
</thead>
<tbody>
<tr>
<td>An Application Conflict Detection and Resolution System for Smart Homes</td>
<td>2015</td>
<td>?</td>
<td>Deployme nt</td>
<td>Manual</td>
<td>It classifies all possible conflicts into a number of situations meaningful to the users, providing helpful information when they prioritise apps</td>
</tr>
<tr>
<td>DepSys: Dependency Aware Integration of Cyber-Physical Systems for Smart Homes</td>
<td>2014</td>
<td>Edge</td>
<td>Run-time</td>
<td>Semi-automatic</td>
<td>Prioritization automated from users’ preference learning and apps categorization (Semantic Aware Multilevel Equivalence Class based Policy (SAMECP))</td>
</tr>
<tr>
<td>ECA rules for IoT environment: A case study in safe design</td>
<td>2014</td>
<td>Edge</td>
<td>Run-time</td>
<td>Automatic</td>
<td>Java controller built from Heptagon/GZR representation. Inconsistency at run-time is</td>
</tr>
</tbody>
</table>
The study of the state-of-the-art allows to identify the following weaknesses in the current approaches: the low degree of importance neither given to the physical environment modelling as part of the conflicts identification process, nor the reusability, the scalability and the dynamicity as part of the resolution process. These points are first-class concerns in the requirements and conceptual design sections.

### 4.3 Requirements

In this section, we present requirements associated with the development of the actuation conflict management tools. The distribution of the forecasted tools within the DevOps loop is presented Table 10. Actuation conflict management will be used in the Smart Building (UC3) use case.
<table>
<thead>
<tr>
<th>Req. ID</th>
<th>Req. Type</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC3 R1</td>
<td>Accuracy</td>
<td>Modelling tool for a comprehensive actuation system integrating models of the physical environment and its evolutions according to the interactions with competing applications</td>
</tr>
<tr>
<td>UC3 R2</td>
<td>Usability</td>
<td>Shall integrate a GUI tool for actuation modelling support, based on simple and interpretable modelling frameworks.</td>
</tr>
<tr>
<td>UC3 R3</td>
<td>Trustworthiness</td>
<td>Shall help identifying complex environmental actuation conflicts</td>
</tr>
<tr>
<td>UC3 R4</td>
<td>Reusability</td>
<td>Shall permit the reusability of solutions already designed for similar cases</td>
</tr>
<tr>
<td>UC3 R5</td>
<td>Trustworthiness</td>
<td>Shall aid in the design of the conceptual model of the conflicts controller (e.g., Formal test &amp; verification)</td>
</tr>
<tr>
<td>UC3 R6</td>
<td>Trustworthiness</td>
<td>Shall provide tools for testing conflicts controller through an operational model (intended to validate conflict resolution solutions in an operational context)</td>
</tr>
<tr>
<td>UC3 R7</td>
<td>Trustworthiness</td>
<td>Shall manage actuation conflicts despite black box modelled components.</td>
</tr>
<tr>
<td>UC3 R8</td>
<td>Adequacy</td>
<td>Conflicts resolution at run-time shall be automated as much as possible.</td>
</tr>
<tr>
<td>UC3 R9</td>
<td>Trustworthiness</td>
<td>Shall provide actuation conflicts alerts during the deployment on ENACT platform.</td>
</tr>
<tr>
<td>UC3 R10</td>
<td>Monitoring &amp; trustworthiness</td>
<td>Shall continuously monitor behavioural drift to assess deployed solutions.</td>
</tr>
<tr>
<td>UC3 R11</td>
<td>Monitoring &amp; traceability</td>
<td>Shall trig a new development cycle from the quantitative behavioural drift assessment value/threshold.</td>
</tr>
<tr>
<td>UC3 R12</td>
<td>Scalability</td>
<td>Shall provide tools allowing to manage hundreds of sensors and actuators, thus tens of actuation systems.</td>
</tr>
<tr>
<td>UC3 R13</td>
<td>Scope</td>
<td>Actuation conflicts management tools shall support several targets ranging from IoT, Edge to cloud.</td>
</tr>
<tr>
<td>UC3 R14</td>
<td>Integration</td>
<td>Actuation conflicts management tools shall support different kind of frameworks (GeneSIS, ThingML, Node-Red) and middleware (SMOOL, SOFIA2, etc.).</td>
</tr>
</tbody>
</table>

4.4 Actuation Conflict Management Enablers

In this section, we review baseline technologies and detail our plans for developing the approach and tools based on requirements detailed in the previous section.

4.4.1 Actuation Conflict Models

As we are going to see further on, the actuation conflict analysis relies on several models defined during the development and for the deployment of SIS. In particular, three types of models defined during the developments, characterize the issue of managing devices operating within a physical environment (cf. Figure 25):

1. Models of the physical environment describing dependencies between actuator effects that may hamper the deployed applications expected behaviour,
2. Models of the devices characterizing interactions between applications implementing them simultaneously (i.e., SIS orchestration),
3. Functional behavioural model of the devices.
Furthermore, the following two additional model types are relative to the deployment stages of software applications in ENACT.

- Deployment models implemented in Genesis framework and introduced in the first part of the present deliverable (see Section 3.5.3),
- Implementation models such as ThingML and Node-RED required for the project experimental needs.

### 4.4.2 Actuation conflict management conceptual design

Actuation conflict management relies on two major components. The first one is dedicated to the identification of the actuation conflicts and the deployment of a known solution (Figure 26). Indeed, in the absence of conflict, the solution can be deployed straight away. Should this not be the case, a solution is sought in a repository of known solutions. This can be achieved by designers through queries to the repository or from a predefined strategy. The controller associated with the solution is then integrated on the point of contention of the service orchestration which then become valid and deployable. The approach emphasizes reusability and, with regards to efficiency, can build upon the experience acquired in the operational phase.

In case of unsuccessful query, a solution design tool takes over, supporting different tests and validation levels ranging from the conception to the generation of a new conflict management solution.
The second enabler follows a three stages design process (Figure 27).

The first stage provides assisting tools for designing a conflict resolution solution at a purely logical and conceptual level. This stage relies on formalisms that can be associated with proof tools such as formal model checkers. The CNRS draws on earlier work based on synchronous automata as modelling tool [77].

The second stage aims at integrating the logic of the validated solution into an execution controller according to various models. This will therefore be about operational model, considering asynchronous interactions that may jeopardize results obtained during the first stage. It is worth verifying by simulation if the proposed solution is still valid in its operational model. Here, the CNRS draws on earlier work based on DEVS formalism and associated simulation tools [87].

During the last stage, the validated solution is synthetized according to a pattern fitting the target. For instance, it could be through the generation of a software component at GeneSIS level, one or more Node-RED software components but also through other code adaptation mechanisms at ThingML level such as Aspects.

4.5 How actuation conflict management contributes to trustworthiness in ENACT

Trustworthiness as defined in ENACT addresses the following concepts: Security, Privacy, Resiliency, Reliability and Safety. Among these concepts, the actuation conflict manager addresses Reliability and Safety through the following identified requirements (Table 11). Reliability refers to the ability of the CPS to deliver stable and predictable performance in expected conditions. For instance, while a new feature is introduced in the SIS, it must be guaranteed that its interactions will not jeopardize the stability and predictability of the SIS. Safety refers to the ability of the cyber-physical system (CPS) to ensure the absence of catastrophic consequences on the life, health, property, or data of CPS stakeholders and the physical environment. For instance, suppose there is door which must be closed in case of fire, while a new device introduced to the system also has a control to the door, then we need to ensure that the door will always be kept closed in case of fire. Otherwise, there is a safety issue.

Table 11: Requirements addressing trustworthiness concern

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R3</td>
<td>Trustworthiness (reliability)</td>
<td>Shall help identifying complex environmental actuation conflicts</td>
</tr>
<tr>
<td>R5</td>
<td>Trustworthiness (reliability)</td>
<td>Shall aid in the design of the conceptual model of the conflicts controller (e.g., Formal test &amp; verification)</td>
</tr>
<tr>
<td>R6</td>
<td>Trustworthiness (reliability)</td>
<td>Shall provide tools for testing conflicts controller through an operational model (intended to validate conflict resolution solutions in an operational context)</td>
</tr>
<tr>
<td>R7</td>
<td>Trustworthiness (reliability)</td>
<td>Shall manage actuation conflicts despite black box modelled components</td>
</tr>
</tbody>
</table>
5 Test, simulation and emulation Services for SIS

The last stage of the development cycle of the DevOps approach, before the operational part, is the test, simulation or emulation of the system to be deployed. This section presents the challenges and requirements associated to this stage.

5.1 IoT Simulation and Testing

Software testing is a crucial step in the software development process. However, having access to a production-like environment that reproduces the same condition where a piece of software would run is usually tricky. Still, developers need to test their applications to ensure its minimum faultiness.

The issue of not having a proper testing environment for applications is particularly challenging in the IoT arena. The access to devices might not be trivial, or it can be limited due to many factors. Networks of physical deployed devices are typically devoted to production software, and testing applications on top of those networks might involve additional testing software, which might affect overall performance—and hence the revenue generated by the system—of the devices if, for instance, they need to be stopped to load the new versions of applications.

Software simulators proved to be valuable in filling this gap, providing developers a testing environment to—at least—start testing their applications. When it comes to IoT application testing, simulation tools allow developers to have an initial testing platform that enables them to develop their applications before putting them into a production IoT devices network. This way, the impact of the application development on IoT systems is minimized.

IoT Testbeds also play a relevant role when it comes to testing applications. Testbeds offer a deployed network of IoT devices. Developers can upload their applications onto these networks and test their software in a real environment. IoT-Lab\textsuperscript{40} and SmartSantander\textsuperscript{41} are good examples of IoT testbeds. Testbeds often have a predefined fix configuration and architecture. They are also usually shared with other users, which can be a problem when it comes to measuring application performance. Hence, the main drawbacks of the testbed approach can make simulators more attractive, since they can provide a more custom environment and more control over it. Furthermore, simulators avoid the need of having a physical network of devices.

In the recent years, both academia and the commercial market offered solutions in the IoT simulation field. Although the area is the same, their approach is entirely different. Academic solutions implement cutting-edge technology in the form of proofs-of-concept, which are usually not ready for production systems demands. On the other hand, commercial solutions focus on producing a stable and flawless solution, even though the technology behind might not be at the cutting-edge state-of-the-art.

5.1.1 Challenges in IoT simulation and testing

IoT creates a unique scenario where several challenges are met. The most common challenges identified by the literature are listed in this section. Ideally, products that deal with IoT simulation and testing should take into consideration these set of ideas during its design stage.

- **Low energy consumption.** IoT devices are very heterogeneous, which leads to a wide range of applications for these devices. These applications might involve setting up devices in inaccessible locations, where, for instance, a power supply is not guaranteed, and batteries are needed. Software running on an IoT device should be optimized concerning power

---

\textsuperscript{40} [https://www.iot-lab.info/](https://www.iot-lab.info/)

\textsuperscript{41} [http://www.smartsantander.eu/](http://www.smartsantander.eu/)
consumption, and protocols need to be adapted to lightweight implementations. Simulation tooling must be ready for this low power scene, dealing with lightweight protocols, and the simulation of a power supply layer.

- **Connectivity problems.** Device connectivity must be ensured for the system to work as expected. Network signal quality in mobile networks may fluctuate in such a way that devices can lose connectivity in particular locations, affecting the overall performance.

- **Scalability.** Networks of IoT devices can be large. The physical scope is quite variable. From configurations that take one floor of a building to an entire city, IoT presents a unique scenario regarding variability. Simulation tools must support both small and vast networks. For that matter, implementations should rely on parallel or distributed architectures to meet the scalability requirements.

- **Lack of standardization.** Emergent fields tend to suffer the problem of finding a common language that every player can understand and that fulfils the requirements of the field itself. IoT is not an exception to that matter. The volatility of the implementations and the immaturity of the field makes difficult to generate synergies to leverage different tools and make them work together.

- **Security and privacy.** Security concerns come up since IoT systems can be widely spread within a vast geographical region, and devices can remain exposed. Private network communications must be ensured in a lightweight fashion to fulfil the low energy consumption requirement.

### 5.1.2 Academic approach to IoT simulation and testing

In the recent years, IoT gained focus in academia. The number of publications related to IoT has increased from 2012 until now. Within the IoT scope, the subfield of simulation and testing in IoT also has gained momentum when it comes to generating novel, cutting-edge ideas.

In 2017, academia listed several IoT simulators produced directly out of research efforts. These simulators usually focus on a particular layer of a stack. For instance, Cooja [91] and OMNeT++ [92] focus on simulating networking aspects of the systems. Other simulators, like SimIOT [93] or IOTsim [94], focus on data analytics rather than lower aspects of the systems. Another approach, like iFogSim [95], try to perform a complete simulation. However, having a full stack simulation from a single component or product can be challenging. Therefore, academia started several efforts in hybrid models [96], which try to leverage several simulators of particular single layers to reproduce the behaviour of a system from a holistic perspective.

Research-based simulators often exude the problems such as, the lack of standardization of the systems, which poses a challenge when it comes to creating synergies and interoperation between different simulators. A research-based simulator can be volatile and can change its application interface rapidly. This volatility generates extra overhead since developers need to adapt their code to the new changes. On the other hand, simulators created by research, often without economic support, may become stable, as such, as they appear unmaintained or discontinued. Bugs often remain, and new features or improvements might not be added. On the other hand, these simulators are often open source, which facilitates that community contributes to its development and maintenance.

### 5.1.3 Industry approach to IoT simulation and testing

Commercial needs are far from the academic world. Production ready software needs to be stable, usable, and robust. The industry needs resilient software in which users and companies can rely upon without dealing with many difficulties. From this perspective, current IoT simulators for production systems focus on these aspects, rather than implementing the latest novelties in the field.
In the Cloud scene, big players offer several solutions for IoT simulation, such as Microsoft with Azure IoT\textsuperscript{42} or Amazon with AWS IoT\textsuperscript{43}. KnowThings.io\textsuperscript{44}, a company from CA Accelerator, models the behaviour of actual devices to reproduce them later on at scale. In a more general way, MATLAB\textsuperscript{45} is also used to carry out simulation tasks. Iotify\textsuperscript{46} provides services for simulating devices at scale. IoT applications often need to consider volatile and growing environments hence the primary focus of commercial solutions are the scalability issues. However, industry solutions also face challenges. Since simulators often describe successful scenarios, they usually fail to simulate unexpected events or failures. Cyber-attacks are not usually taken into account when it comes to simulation. Moreover, lack of an emerged standard in IoT means that the interaction between simulators from different providers or different abstraction levels is not as straightforward as it should. Multiple efforts of providing middleware to ease such deployments have been made ---ThingML [97] or Sofia\textsuperscript{47}.

### 5.2 Addressing use cases

This section describes the requirements that Test, Simulation and Emulation Enabler should implement to fulfil the Use Cases' needs.

#### 5.2.1 Requirements

The use cases that required simulation facilities are the Intelligent Transportation System use case, referred in this section as UC1, and the Digital Health use case, referred in this section as UC2. The following table introduces a set of high-level requirements for the Simulation enabler derived from the descriptions of the case studies.

<table>
<thead>
<tr>
<th>ReqID</th>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UC1 R1</strong></td>
<td>Scalability</td>
<td>The simulator should easily scale the number of components that are involved in the simulation.</td>
</tr>
<tr>
<td><strong>UC1 R2</strong></td>
<td>Component modelling</td>
<td>The simulator should model virtual devices that reproduce the behaviour of real devices.</td>
</tr>
</tbody>
</table>
| **UC1 R3** | Simulation of multiple sensor events | The simulator should generate signals from multiple types of sensors:  
- Accelerometer: ADXL362Z, SPI  
- GNSS: A2035H, UART  
- XBEE radio for RSSI: Xbee868LP, SPI  
- RFID: SparkFun Simultaneous RFID Reader - M6E Nano, UART  
- Battery monitoring (load current, battery voltage)-analog voltage on ADC inputs of energy harvesting module internal in EDI node (controller).  
- Analog measurement circuits, including current-voltage converter and instrumentation amplifier circuits is being developed by BOSC. Particular IC is not chosen yet. |
| **UC1 R4** | Simulation of multiple communication protocols | The simulator should simulate several communication protocols:  
- IEEE 802.15.4 ZigBee  
- IEEE 802.3 |
| **UC1 R5** | Simulation of dynamic geographical position | The simulator should simulate changes of geographical position of the system, taking into account possible mobile network disconnections, and other possible situations derived of the position changes of the system physical platform. |

\textsuperscript{43} Aws iot. [Online]. Available: \url{https://aws.amazon.com/iot/}
\textsuperscript{44} Knowthings.io - self learning iot virtualizer. [Online]. Available: \url{https://knowthings.io/}
\textsuperscript{46} Iotify. Available: \url{https://iotify.io/}
\textsuperscript{47} The sofia2 project, smart & cloud architectures and platforms, 2017. [Online]. Available: \url{http://sofia2.com/}
Failures simulation

The simulator should simulate the possible failures of the system. Failures can be related with networking issues, device disconnection, or fake readings.

Attack simulation

The simulator should generate possible attacks to the system. Attacks include data poisoning, device disconnection, or device hijacking.

Scaleability

The simulator should easily scale the number of components that are involved in the simulation.

Simulation of multiple sensor events

The simulator should generate signals from multiple types of sensors listed in D1.1

Simulation of multiple communication protocols

The simulator should simulate several communication protocols as described in D1.1

Failures simulation

The simulator should simulate the possible failures of the system. Failures can be related with networking issues, device disconnection, or fake readings.

Attack simulation

The simulator should generate possible attacks to the system. Attacks include data poisoning, device disconnection, or device hijacking.

Real environment interoperability

The simulation should be able to be plugged into a real system so that it can interact as a real part of it.

External actors simulation

The simulation should simulate the interaction of external actors. An external actor can be a human being or another system.

5.3 Testing and Simulation Conceptual Design

From a high-level perspective, Testing and Simulation enabler is envisioned as a package that comprises two main differentiated modules.

First module handles the Simulation itself, extracting the behaviour of actual devices and modelling it to create virtual devices that later on will be played back. Architectural information of the system to be simulated can be passed as input so the simulator will know what devices need to point to sniff its traces and extract its behaviour.

On parallel, the second main module will manage Event Generation. This module will provide most of the value related to trustworthiness. It will simulate both malicious and non-malicious events that could modify the normal operation of applications or systems. It will enable developers to anticipate potential issues and allow them to build a more resilient and robust applications, as well as to anticipate security problems regarding cyberattacks.

During simulation, developers will be able to monitor the simulation and to evaluate the results for testing once the simulation is finished. To that matter, developers will upload a description of the alerts and tests to assess during the simulation.

5.4 Addressing trustworthiness through Testing and Simulation

We define trustworthiness as the conjunction of the concepts of Security, Privacy, Resiliency, Reliability, and Safety. Applications involving IoT typically deal with critical systems. Hence it is required for IoT solutions to fulfil the trustworthiness principles. This section explores the Testing and Simulation related literature, examining how the different ideas and solutions related to Testing and Simulation in IoT address these issues, and then how the Testing, Simulation, and Emulation Enabler deals with them.

IoT application development processes must ensure that the applications meet trustworthiness. Software testing is a crucial step to fulfil this requirement. Besides guaranteeing that the application does what users expect, proper testing enables developers to find application bugs and to thoroughly detect and address issues before taking the application into production, where dealing with application malfunctioning becomes more critical.
Figure 28 shows that very few studies [88, 89, 93-96, 98-118] consider trustworthiness aspects. In particular, 8 out of 28 studies address Security, 3 of them Privacy, 5 of them Resiliency, 10 of them Reliability, and 3 of them Safety. These numbers show an apparent gap in IoT application testing when it comes to ensuring trustworthiness.

Considering the conceptual design described previously, the most relevant ENACT's contribution to the field of IoT simulation concerning Trustworthiness is the Event Generator module. This module will run on top of the actual device simulator. It will inject either malicious (e.g., cyberattacks) and non-malicious (e.g., network disconnections) situations into a running simulation. It will allow developers to anticipate potential unexpected scenarios (resiliency) that the application may face, as well as ensuring that the application securely keeps its data (security and privacy). Reliability aspect will be ensured by the actual simulation of the devices. As seen, the ENACT's Simulation Enabler can contribute to most of the Trustworthiness aspects.

6 Conclusion

WP2 aims at providing enablers for the development and deployment of SIS. WP2 will provide enablers with capabilities to (i) manage risk, (ii) orchestrate and deploy software components, (iii) identify, analyse and manage actuation conflict, and (iv) test, simulate, and emulate provided services.

The purpose of this deliverable was to conduct and analyse state-of-the-art on the four aforementioned topics. To achieve this, two systematic mapping study and one systematic literature review have been conducted. For each topic, a rigorous analysis of the state-of-the-art was conducted resulting in (i) the specification of the requirements, (ii) the identification of the enablers and potential gaps with the requirements.

Thus, WP2 will provide the following enablers: a risk management service, a secure framework to orchestrate and deploy SIS, an actuation conflict manager and services to test, simulate, and emulate SIS (Figure 29).
The next steps will be devoted to implement these enablers, with the help of the defined conceptual design of each enabler, keeping in mind the defined requirements.
Appendix A  A systematic mapping study of deployment or orchestration approaches for IoT

All the details are in the technical report SMS_Depo4IoT.pdf, which is attached with this deliverable. Table 13 gives the full list of the primary studies of the SMS.

Table 13. The list of the primary Depo4IoT studies in the SMS

<table>
<thead>
<tr>
<th>#</th>
<th>Title</th>
<th>Year</th>
<th>v</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Challenges and Solutions in Fog Computing Orchestration</td>
<td>2018</td>
<td>J</td>
<td>O</td>
</tr>
<tr>
<td>2</td>
<td>Deploying Edge Computing Nodes for Large-scale IoT: A Diversity Aware Approach</td>
<td>2018</td>
<td>J</td>
<td>D</td>
</tr>
<tr>
<td>3</td>
<td>Cloud-Fog Interoperability in IoT-enabled Healthcare Solutions</td>
<td>2018</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>4</td>
<td>A visual programming framework for distributed Internet of Things centric complex event processing</td>
<td>2018</td>
<td>J</td>
<td>B</td>
</tr>
<tr>
<td>5</td>
<td>Enhancing Middleware-based IoT Applications through Run-Time Pluggable QoS Management Mechanism</td>
<td>2018</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>6</td>
<td>A Dynamic Module Deployment Framework for M2M Platforms</td>
<td>2017</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>7</td>
<td>A Middleware for Mobile Edge Computing</td>
<td>2017</td>
<td>J</td>
<td>B</td>
</tr>
<tr>
<td>8</td>
<td>A service orchestration architecture for Fog-enabled infrastructures</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>9</td>
<td>Distributed Orchestration in Large-Scale IoT Systems</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>10</td>
<td>Internet of Things: From Small- to Large-Scale Orchestration</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>11</td>
<td>QoS-Aware Deployment of IoT Applications Through the Fog</td>
<td>2017</td>
<td>J</td>
<td>D</td>
</tr>
<tr>
<td>12</td>
<td>Service Orchestration in Fog Environments</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>13</td>
<td>Towards Container Orchestration in Fog Computing Infrastructures</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>14</td>
<td>A Framework based on SDN and Containers for Dynamic Service Chains on IoT Gateways</td>
<td>2017</td>
<td>W</td>
<td>D</td>
</tr>
<tr>
<td>15</td>
<td>A framework for MDE of IoT-Based Manufacturing CPS</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>16</td>
<td>A Novel Service-Oriented Platform for the Internet of Things</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>17</td>
<td>Design and Implementation of a Message-Service Oriented Middleware for Fog of Things Platforms</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>18</td>
<td>Empowering End Users to Customize their Smart Environments</td>
<td>2017</td>
<td>J</td>
<td>O</td>
</tr>
<tr>
<td>19</td>
<td>Feasibility of Fog Computing Deployment based on Docker Containerization over RaspberryPi</td>
<td>2017</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>20</td>
<td>Semantics Based Service Orchestration in IoT</td>
<td>2017</td>
<td>C</td>
<td>O</td>
</tr>
<tr>
<td>21</td>
<td>An Object-Oriented Model for Object Orchestration</td>
<td>2017</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td>22</td>
<td>A TOSCA-based Programming Model for Interacting Components of Automatically Deployed Cloud and IoT Applications</td>
<td>2017</td>
<td>C</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>Title</td>
<td>Year</td>
<td>Authors</td>
<td>Category</td>
</tr>
<tr>
<td>---</td>
<td>-------------------------------------------------------------------------------------------</td>
<td>------</td>
<td>---------</td>
<td>----------</td>
</tr>
<tr>
<td>23</td>
<td>An edge-based platform for dynamic Smart City applications</td>
<td>2017</td>
<td>J D</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Calvin Constrained: A Framework for IoT Applications in Heterogeneous Environments</td>
<td>2017</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>InterCloud Communication Through Gatekeepers to Support IoT Service Interaction in the Arrowhead Framework</td>
<td>2017</td>
<td>J O</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Internet of things out of the box Using TOSCA for automating the deployment of IoT environments</td>
<td>2017</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Platform-as-a-service gateway for the Fog of Things</td>
<td>2017</td>
<td>J B</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Runtime deployment and management of CoAP resources for the internet of things</td>
<td>2017</td>
<td>J D</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Composing Continuous Services in a CoAP-based IoT</td>
<td>2017</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Nullheim: An end-to-end middleware for applications on a multi-tier IoT infrastructure</td>
<td>2017</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Foggy- A Framework for Continuous Automated IoT Application Deployment in Fog Computing</td>
<td>2017</td>
<td>C D</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>A Web of Things Based Device-Adaptive Service Composition Framework</td>
<td>2016</td>
<td>C O</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Application Orchestration in Mobile Edge Cloud: Placing of IoT Applications to the Edge</td>
<td>2016</td>
<td>W O</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Optimizing Elastic IoT Application Deployments</td>
<td>2016</td>
<td>J D</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Incremental deployment and migration of geo-distributed situation awareness applications in the fog</td>
<td>2016</td>
<td>C D</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>On Building Smart City IoT Applications- a Coordination-based Perspective</td>
<td>2016</td>
<td>W B</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Orchestrating the Internet of Things Dynamically</td>
<td>2016</td>
<td>W B</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>SoloIoT: Toward A User-Centric IoT-Based Service Framework</td>
<td>2016</td>
<td>J O</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>A Container-based Edge Cloud PaaS Architecture-based on Raspberry Pi Clusters</td>
<td>2016</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Automated Deployment of SmartX IoT-Cloud Services based on Continuous Integration</td>
<td>2016</td>
<td>C D</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>CloudIoT: A Heterogeneous, Distributed and Autonomic Cloud Platform for the IoT</td>
<td>2016</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Reliable services composition method for the internet of thing using directed service-object graph deployment scheme</td>
<td>2016</td>
<td>C O</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Integration of Heterogeneous Services and Things into Choreographies</td>
<td>2016</td>
<td>W O</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>A Scalable Framework for Provisioning Large-Scale IoT Deployments</td>
<td>2016</td>
<td>J D</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>A Data-Centric Framework for Development and Deployment of Internet of Things Applications In Clouds</td>
<td>2015</td>
<td>C D</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Towards a Semantic Model for Automated Deployment of IoT Services across Platforms</td>
<td>2015</td>
<td>C D</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>A component based approach for the Web of Things</td>
<td>2015</td>
<td>W O</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>A Generic Service Oriented Software Platform to Design Ambient Intelligent Systems</td>
<td>2015</td>
<td>C O</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Developing IoT Applications in the Fog: A Distributed Dataflow Approach</td>
<td>2015</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>A Full End-to-End Platform as a Service for Smart City Applications</td>
<td>2014</td>
<td>W B</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>A Novel Deployment Scheme for Green Internet of Things</td>
<td>2014</td>
<td>J D</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>glue.things - a Mashup Platform for wiring the Internet of Things with the Internet of Services</td>
<td>2014</td>
<td>W B</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Toward a Distributed Data Flow Platform for the Web of Things</td>
<td>2014</td>
<td>W O</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>BeC3: Behaviour Crowd Centric Composition for IoT applications</td>
<td>2014</td>
<td>J B</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>Diopase: a distributed data streaming middleware for the future web of things</td>
<td>2014</td>
<td>J B</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Application deployment for IoT: An infrastructure approach</td>
<td>2015</td>
<td>C B</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Orchestration in distributed web-of-objects for creation of user-centered iot service capability</td>
<td>2015</td>
<td>C O</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Towards Automated IoT Application Deployment by a Cloud-Based Approach</td>
<td>2015</td>
<td>C D</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Mobile Fog: A Programming Model for Large-Scale Applications on the Internet of Things</td>
<td>2015</td>
<td>C D</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B  Advances in deployment and orchestration approaches for IoT - A systematic review

All the details are in the technical report SLR_Depo4IoT.pdf, which is attached with this deliverable.
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